


PREFACE 

Focus of the Book 

Although the audience for this book is the same as that for broad-based electrical 
engineering texts, this book differs in length, structure, and emphasis. Whereas the 
traditional texts for nonelectrical engineering cover circuits and electronics and then 
treat electrical machinery, we believe that it is more important for today's students to 
be knowledgeable in digital technology than in electrical machinery. After develop- 
ing circuits and analog electronics in the early chapters of this text, we continue with 
digital electronics and conclude with chapters on the digital computer and on digital 
communications---chapters that are normally not included in books for non-EEs. 

The text is intended for students who need to understand modem electronics and 
communication. Much of the material in the book is developed from the first princi- 
ples, so previous courses on circuits, for example, are not required; only freshman math 
and physics courses, and the elementary treatment of circuits that freshman physics 
provides, are expected. The emphasis throughout the book is on applications and on 
understanding the underlying principles. For example, Chapter 8 is presented from 
the perspective of a user who needs to understand the various subsystems of a com- 
puter, including the relationship of hardware and software such as operating systems 
and application programs. Expertise in designing computers is thus left to more ad- 
vanced courses. Similarly, Chapter 9 on digital communication is sufficiently detailed 
to present the information sampling and pulse code modulation necessary for an un- 
derstanding of such diverse subjects as digital signal processing, the audio CD, and the 
Internet. More advanced topics are left to specialized communication texts. 

Presenting and teaching circuits, electronics, and digital communications from a sin- 
gle textbook can be an advantage if nonmajors are limited to a single EE course, which 
seems to be the trend at many schools. 

Motivation for the Book 

Electrical engineering began in the power industry, rapidly progressed to electronics 
and communications, and then entered the computer age in the 1960s. Today, electrical 
and electronic devices, analog and digital, form the backbone of such diverse fields 
as computer engineering, biomedical engineering, and optical engineering, as well as 
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financial markets and the Internet. For example, the electronics in a modern aircraft 
constitute about 50% of the total cost. 

This text is an outgrowth of lecture notes for a one-term course titled Applications 
of Electronic Devices that is offered, on an elective basis, to non-electrical-engineering 
students. It provides a sufficiently deep understanding of this subject for students to 
interact intelligently with other engineers. The goal is not so much to teach design as 
to present basic material in sufficient depth so that students can appreciate and under- 
stand the application chapters on operational amplifiers, the digital computer, and digital 
communication networks. A suitable textbook for such a course did not exist. Typical 
electronics texts omit circuits and communications and are too detailed. On the other 
hand, texts on electrical engineering for non-EEs are very broad, with material on ma- 
chinery and power engineering that is not relevant to electronics and communication. 
In addition, the breadth of these texts, when used in a one-term course, often forces 
the omission of certain sections, making the flow of the presentation choppy. Finally, 
encyclopedic books that are useful as references for designing circuits are much too 
advanced for nonmajors. What is needed is a text brief enough for a one-term course 
that begins with chapters on AC and DC circuits, then progresses to analog and digital 
electronics, and concludes with application chapters on contemporary subjects such as 
digital computers and digital communication networks--demonstrating the importance 
as well as the underlying basis of electronics in modern technology. These views were 
used as guidelines for writing this text. 

Organization of the Book 

The book has three basic parts: circuits, electronics, and communications. Because 
electronics is basically the combination of circuit elements R, L, and C and active el- 
ements such as a transistor, we begin the book with a study of circuits. DC circuits 
are presented first because they are simpler but still permit the development of gen- 
eral principles such as Thevenin's theorem, maximum power transfer, and "matching." 
Resistors, defined by Ohm's law, are shown to be energy conversion elements, and 
capacitors and inductors are energy storage elements. The distinction between ideal 
and practical sources is stressed before loop equations are introduced as a method for 
solving for currents and voltages anywhere in a circuit. AC circuits are considered in 
Chapter 2, where we first learn that in a circuit, currents and voltages can change sig- 
nificantly with changes in the frequency of the applied source. Resonance, band-pass 
action, and bandwidth are a consequence. Average power, effective values of AC or of 
any periodic waveform, transformers, and impedance matching complete the chapter. 
These two chapters provide the basic understanding of DC and AC circuits, of tran- 
sient analyses, and of frequency response and in that sense serve as a foundation for the 
remainder of the book. 

In Chapter 3 we add a new element, a diode, to a circuit. Omitting lengthy theory, 
we simply define a diode as a fast on-off switch which in combination with RLC ele- 
ments makes possible clippers, clampers, voltage regulators, SCRs, etc. However, we 
emphasize its use in power supplies that change AC to DC. As DC powers most elec- 
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tronic equipment, a power supply is an important component in computers, TVs, etc. A 
simple power supply consisting of a rectifier and capacitor filter is designed. This sim- 
ple design nevertheless gives the student an appreciation of the concept, even though 
modern power supplies can be quite complicated circuits. 

In Chapter 4 we begin the study of electronics with the underlying physics of the pn 

junction, which can explain diode and transistor action for students who are baffled by 
these seemingly mystical devices. Equally baffling is the transistor's ability to amplify, 
which we approach by first considering a graphical analysis of an amplifier circuit. The 
notion of a load line imposed by the external circuit to a transistor and drawn on the 
transistor characteristic graphs seems to be acceptable to the student and is then easily 
extended to explain amplifier action. The load line and Q-point also help to explain 
DC biasing, which is needed for proper operation of an amplifier. Only then is the 
student comfortable with the mathematical models for small-signal amplifiers. After 
frequency response, square wave testing, and power amplifiers, we are ready to consider 
a complete system. As an example we dissect an AM radio receiver and see how the 
parts serve the system as a whole, noting that the electronics of most AM receivers 
these days come as integrated chips allowing no division into parts. Chapters 3, 4, and 5 
cover analog electronics, and large parts of these chapters could be omitted if the choice 
is made to deemphasize analog and devote more class time to digital electronics. 

Operational amplifiers are the subject of Chapter 6. This chapter can stand alone 
because it is to a large extent independent of the previous three chapters on analog elec- 
tronics. After presenting the standard inverting op amp circuit, which is characterized 
by moderate but stable gain obtained by applying large amounts of negative feedback 
to the op amp, we consider a wide variety of practical op amp devices from summers, 
comparators, integrators, differential amplifiers, filters, A/D, and D/A converters. A 
final example of the analog computer is given primarily because it applies to control, 
teaches us a tad more about differential equations, and shows how a mechanical system 
can be effectively modeled and solved by electrical circuits. 

The final three chapters consider the subject of digital electronics. The last chapter, 
even though on digital communication, is nonetheless rooted in electronics. Our objec- 
tive for these chapters is to give the student a deeper understanding of the digital com- 
puter and the Internet, cornerstones of the digital revolution. Gates, combinatorial and 
sequential logic, flip-flops, and the microprocessor (Experiment 9), all building blocks 
for more complex systems, are considered in Chapter 7. We move to the digital com- 
puter in Chapter 8 and to communication networks in Chapter 9. These chapters are not 
so much intended to teach design skills as they are for the nonmajor to acquire a thor- 
ough understanding of the subject matter for a workable interaction with experts. In that 
sense, the chapter on the digital computer concentrates on those topics with which the 
user interacts such as programming languages, RAM and ROM memory, the CPU, and 
the operating system. Similarly, in Chapter 9 we coyer the sampling process, Nyquist 
criterion, information rates, multiplexing, and pulse code modulation, all of which are 
necessary for an understanding of digital signal processing and digital communication 
networks such as the Internet. 
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CHAPTER 1 

Circuit Fundamentals 

1.1 I N T R O D U C T I O N  

Electronics deals with voltage and current interaction in a network of resistances R, 
inductances L, capacitances C, and active elements such as transistors. The purpose is 
usually to amplify signals or to produce signals of a desired waveform, typically at low 
levels of power. A study of electronics therefore should begin with the passive elements 
R, L, and C m a  study usually referred to as circuit theory. 

It should then be followed by the basics of transistors, which generally act as am- 
plifiers or on--off switches. We can then proceed to electronic circuit design in which 
passive and active elements are combined to form elementary circuits such as a power 
supply, amplifier, oscillator, A/D converter, etc. In turn we can combine these elemen- 
tary circuits to create useful devices such as radios, TVs, computers, etc. 

The study of electronic circuits will essentially follow this path: DC circuit analysis, 
AC circuit analysis, basic solid-state theory, junction diodes, transistors, elementary 
amplifiers and op amps, small-signal amplifier circuits, and digital electronics, which 
are then used as building blocks to introduce digital communications and the Internet. 

1 .2  D I M E N S I O N S  A N D  U N I T S  

In this book the mksa (meter-kilogram-second-ampere) system of units, now a subsys- 
tem of the SI units, is used. A dimensional analysis should always be the first step 
in checking the correctness of an equation. 1 A surprising number of errors can be 
detected at an early stage simply by checking that both sides of an equation balance 

1A dimension defines a physical characteristic. A unit is a standard by which the dimension is expressed 
numerically. For example, a second is a unit in terms of which the dimension time is expressed. One should 
not confuse the name of a physical quantity with its units of measure. For example, power should not be 
expressed as work per second, but as work per unit time. 
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dimensionally in terms of the four basic dimensions. For example, Newton's second 

law gives the force F in newtons (N) as 

F = ma mass(length)/(time) 2 

An increment of work d W in joules  (J) is given by 

d W  = F dl mass(length)2/(time) 2 

where dl is an incremental distance in meters (m). Power 2 in watts (W), which is the 

time rate of doing work in joules per second, is 

d W  
p -- mass(length)2/(time) 3 

dt  

The next quantity that we want to consider is the electric current, I = d Q / d t ,  measured 

in amperes (A), which is the rate of flow of electric charge Q, measured in coulombs 

(C). The smallest naturally occurring charge e is that possessed by an electron and is 
equal to - 1 . 6  �9 10 -19 C. A coulomb, which is a rather large charge, can be defined as 

the charge on 6.28.1018 electrons, or as the charge transferred by a current of 1 A. Any 

charged object is a collection of elementary particles, usually electrons. The possible 

values of total charge Q of such an object are given by 

Q = + n e  w h e r e n = 0 , 1 , 2  . . . .  

Electric charge is quantized and appears in positive and negative integral multiples 

of the charge of the electron. The discreteness of electric charge is not evident simply 

because most charged objects have a charge that is much larger than e. 

1 .3  B A S I C  C O N C E P T S  

1.3.1 Electric  Field 

Coulomb's law states that a force F exists between two charges Q1 and Q2. This 
force is given by F = k Q 1 Q 2 / r  2, where k is a proportionality constant and r is the 

distance between the charges. Hence each charge is in a force field 3 of the other one as 

each charge is visualized as producing a force field about itself. We can now define an 

electric f ield E as a force field per unit charge. 

F 
E = - -  (1.1) 

O 

2Note that in this book we also use W as the symbol for energy. This should not lead to any confusion as 
it should be self-evident which meaning is intended. 

3There are various force fields. For example, if force acts on a mass it is referred to as a gravitational field, 
if it acts on an electric charge it is an electric field, and if it acts on a current-carrying wire it is a magnetic 
field. 
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For example, the electric field which acts on charge Q1 can be stated as E - 

F / Q 1  - k Q z / r  2. Hence for those that are more comfortable with mechanical con- 

cepts, one can think of an electric field as a force that acts on a charge. 

1.3.2 Voltage 

Voltage, or potent ia l  difference, can be introduced similarly by considering work. If we 
look at a small amount of work as a small motion in a force field, and replace the force 

by F = Q E, we obtain d W  = Q E .  dl .  We can now define a voltage, measured in volts 

(V), as work per unit charge, i.e., 

d W  
d V  - = E dl  (1.2) Q 

Hence a small voltage corresponds to a small displacement of a charge in an electric 
force field. 

It is useful to consider the inverse operation of (1.2), which expresses work as an 

integration in a force field, that is, V = f E �9 dl .  The inverse operation gives the force 
as the gradient of the work, or 

d V  
E = in volts/meter (V/m) (1.3) 

dl  

For example, to create a fairly uniform electric field one can connect, say, a 12 V battery 
to two parallel metallic plates as shown in Fig. 1.1. 

If the plates are separated by 10 cm, an electric field of E - 12 V/0.1 m - 120 V/m 

is created inside the space. If an electron were placed inside that space, it would expe- 
rience a force of 

- 1 . 6 -  10 -19.  1 2 0 -  - 1 . 9 . 1 0  -17 N 

and would begin to move toward the positive plate. As another example of the useful- 

ness of the gradient expression for the electric field (1.3), let us consider a receiving 

antenna which is in the field of a radio transmitter that radiates an electric field. If the 
electric field at the receiving antenna is 1 mV/m, then a 1-m-long antenna would de- 

velop a voltage of 1 mV. If a transmission line connects the antenna to a radio receiver, 
this voltage would then be available to the receiver for amplification. 

E 

I 

FIGURE 1.1 A uniform electric field E is created inside the space between two parallel plates. 
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1.3.3 Current 

Current, measured in amperes (A), is the time rate at which charges Q pass a given 
reference point (analogous to counting cars that go by a given point on the road and 
dividing by the time interval of the count). Thus 

dO 
I = (1.4) 

dt 

As Benjamin Franklin assumed charge to be positive, the direction of current (ever since 
his day) is given by the direction that positive charges would flow when subjected to an 
electric field. Hence in Fig. 1.1 the current I that flows in the wire connecting the 
battery to the plates has the direction of positive charge flow. On the other hand we 
now know that current in a conducting wire is due to moving electrons which carry a 
negative charge. The direction of I and electron flow are therefore opposite. Similarly, 
if the space between the plates is occupied by positive charges, flow would be from the 
left to the fight plate (the direction of I), but if occupied by electrons, flow would be 
from the fight to the left plate. 4 

1.3.4 Power 

If we take the expression for power, which is the rate of doing work, and multiply it by 
d Q / d  Q we obtain 

d W  d W d Q  d W d Q  
P = = = = V I  (1.5) 

dt dt d Q d Q dt 

Hence power is voltage multiplied by current. When combined with Ohm's law, this is 
one of the most useful expressions in electronics. 

1.3.5 O h m ' s  Law 

Thus far we have a picture of current as a flow of charges in response to an applied 
electric field. Current in a conducting medium though, such as copper or aluminum, is 
fundamentally different. A piece of copper is neutral, overall and at every point. So, 
if copper has no free charge, how does a copper wire conduct a current? A conducting 
medium such as copper is characterized by an atomic structure in which the atoms have 
only one, weakly attached electron in the outer shell. Hence, even a small force, such 
as a small electric field, created by a small voltage across the copper wire will make the 
electrons move. While such motion within the wire takes place--that is, a current flows 
in the wire----charge neutrality throughout the wire is always preserved (charge does not 
accumulate in the conductor). Hence, when a current flows in a segment of copper wire, 

4Note that a battery connected to two plates as shown in Fig. 1.1 produces a current only during a brief 
interval after connection. More on this when we consider capacitors. Current could also flow if the space 
between the plates is filled with free charges. 
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the copper does not make any net electrons available---electrons simply leave one end 
of the segment while at the other end the same number enters. 

There is now a subtle difference between electrons moving in vacuum and electrons 
moving in copper or in any solid conductor. It appears that electrons in both media are 
free in a sense, except that an electron in copper is free to move only until it collides with 
one of the many copper atoms that occupy the metal. It is then slowed down and must 
again be accelerated by the electric field until the next collision. Hence the progression 
of electrons in a conducting medium is one of colliding with many atoms while moving 
slowly through the metal. The current through such a material is therefore determined 
by the resistance to electron flow due to collisions and by the voltage across the material 
which provides the energy for successive accelerations after collisions. Resistivity p is 
a material property that relates to the average interval between collisions. Incorporating 
the geometry of  a conductor, as shown in Fig. 1.2., the resistance R of  a bar £ meters 
long and A square-meters in cross-section is given by 

£ 
R = p ~  (1.6) 

Hence the resistance increases with length but decreases with cross-sectional area. The 
unit of resistance is the ohm, denoted by the Greek letter ~2. The reciprocal of resis- 
tance, called conductance G, is also used; the unit of  conductance is the siemens (S). A 
typical value of resistivity for a good conductor such as copper is p = 1.7 • 10 - s  ohm- 
meters (~2-m), whereas for a good insulator such as glass it is 1012 ~2-m. This is a very 
large difference and implies that even though copper can carry large amounts of  cur- 
rent, for all practical purposes the ability of glass to carry even tiny amounts of  current 
is negligible. 

A current in a conductor is maintained by placing a voltage across it. A larger voltage 
provides more energy for the electrons, and hence more current flows in the conductor. 
Resistance is the constant of  proportionality between current and voltage, that is, 

V = R I  (1.7) 

This is a fundamental relationship and is known as Ohm's law. It states that whenever a 

conductor carries a current, a voltage must exist across the conductor. Figure 1.2 shows 

FIGURE 1.2 A resistor is formed when a material of resistivity p is shaped into a bar of length £ and 
cross-sectional area A. 
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a simple circuit to which (1.7) applies. The connecting wires between the voltage source 
and the bar are assumed to have zero resistance. Hence the voltage V is directly applied 
to the bar resistor. 

1.3.6 Joule's Heating Law 

During current flow in a metal, the repeated collisions of the electrons with the lattice 
atoms transfer energy to the atoms with the result that the temperature of the metal 
increases. A resistor can therefore be considered as an energy-transforming device: it 
converts electrical energy into heat. There are numerous everyday examples of this. An 
electric heater, a hair dryer, electric stove, etc., all contain resistors (usually tungsten 
wire) that give off heat when an electric current passes. The rate of energy conversion 
by a resistor can be expressed by substituting (1.7) in (1.5), which gives 

V 2 
P = VI  = 12R = (1.8) 

R 

The expression P = 12R is known as Joule's law and P is power (equal to rate of 
change of energy) and is measured in watts (W). If we integrate this expression we 
obtain the thermal energy W dissipated in a resistor over a time interval T, 

W = 12 R T (1.9) 

where it was assumed that current and resistance remain constant over the time interval. 
This is known as Joule's heating law, where the units of W are in joules (J). 

1.3.7 Kirchoff's Laws 

A circuit is an interconnection of passive (resistors, capacitors, inductors) and active 
(sources, transistors) elements. The elements are connected by wires or leads with 
negligible resistance. The circuit can be a simple one with one closed path, for example, 
a battery connected to a resistor (Fig. 1.2), or the circuit can be more elaborate with 
many closed paths. Figure 1.3a shows a simple, one-loop closed path circuit in which a 
battery forces a current to flow through two resistors (represented by "zig-zag" symbols) 
connected in series. We now observe, and we can state it as a rule, that current around 
the loop is continuous. That is, in each of the three, two-terminal elements the current 
entering one terminal is equal to the current leaving the other terminal at all times. 
In addition, the polarity convention can be used to differentiate between sources and 
sinks. For example, the current in the battery flows into the negative terminal and comes 
out at the positive terminal--this  defines a source and voltage VB is called a voltage 
rise. Resistors, which absorb energy, are called sinks. In a sink, the current enters 
the positive terminal and the voltage across a sink is called a voltage drop. 5 It should 

5At times a battery can also be a sink. For example, connecting a 12 V battery to a 10 V battery (plus 
to plus and minus to minus) results in a one-loop circuit where current flows from the negative to positive 
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a b 
+ I B ~ IR 

RI + 2 R2 

V V 

VR 2 

F I G U R E  1.3 (a) A battery is connected to two resistors in series. (b) A battery with two resistors in 
parallel. 

now be intuitively obvious that in a circuit, voltage rises should equal voltage drops. 
Kirchhoff's voltage law states this precisely: the algebraic sum of the voltages around 
any closed path in a circuit is zero. Mathematically this is stated as 

~ Vn --0 (1.10) 

Applying (1.10) to the circuit of Fig. 1.3a, we obtain VB = VR~ + VR2. 
A node is defined as a point at which two or more elements have a common con- 

nection, as for example in Fig. 1.3b, where two resistors in parallel are connected to 
a battery to form a two-node, two-loop circuit. Kirchhoff's current law states that at a 
node, the algebraic sum of the currents entering any node is zero. Mathematically this 
is stated as 

Zln - - 0  ( 1 . 11 )  

Applying (1.11) to the top node in the circuit of Fig. 1.3b, we obtain 

IB = IR1 + IR2. 

Hence, at any node, not all currents can flow into the node--at  least one current must 
flow out of the node. In other words, a node is not a "parking lot" for charges: the 
same number of charges that flow into a node must flow out. This is not unlike a traffic 
junction, in which the number of cars that flow in must flow out. 

1.4 C I R C U I T  E L E M E N T S  

1.4.1 Resistors 

A resistor in a simple circuit is shown in Fig. 1.2. We represent a resistor by its standard 
zig-zag symbol, as illustrated in Fig. 1.4. Low-resistance resistors which often have 

terminal of the 12 V battery (a source), and flows from the positive to negative terminal of the 10 V battery (a 
sink). Of course what is happening here is that the 10 V battery is being charged by the 12 V battery. 
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~ O~ i 

Ip 
1 

C 
. .p=/Oi = i2R 

t" ~ �9 t ~ t "  - �9 - " "  " ~  W R  ,, ',, :, ', :,,-xl :, , 
r i i . . - - i  - - J ' '  t i 

. . . .  =,_ .,~. ~._+., __ ,__,_ __, P 
i i . - "  i I i ! i a v e  

" " t ' l - "  I ! I I I I 

~ t 

. . . .  t ~ -  . . . .  t ~  

P P 

F I G U R E  1.4 (a) A resistor with a voltage v applied. (b) A sinusoidal voltage causes an in-phase sinusoidal 
current in R. (c) Instantaneous power p in a resistor is pulsating but is always positive. The dashed arrows 
suggest that power is always flowing from source to resistor. Energy WR continues to increase with time. 

to dissipate power in the multiple watts range are usually wire-wound, whereas the 
more common, higher-resistance resistors are of carbon material in the shape of small 
cylinders or thin-film strips, carbon is a nonmetallic material that can have a high 
resistivity. These resistors can have values up into the megaohm (M~) range and have 
small power ratings--typically �88 �89 and 1 W. 

Ohm's law v = Ri states that, for a constant R, voltage and current in a resistor are 
in phase. It is assumed that R remains a constant for a large range of voltages, currents, 
and temperatures. The in-phase property is best shown when a sinusoidal voltage is 
applied to the resistor and the resulting current is sketched, as in Fig. 1.4b. 6 

The current is proportional (in phase) to the applied voltage. In Fig. 1.4c we sketch 
the instantaneous power p = vi = i2R and note that even though current reverses 
periodically, p is always positive, implying that power or energy always flows from the 
source to the resistor, where it is converted into heat and dissipated to the surroundings. 
The average power delivered to the resistor is obtained by integrating the instantaneous 
power over a period T of the sinusoid, that is, 

lf0T R2 Pave - -  -~ i2R dt  = __ Ip  (1.12) 
2R 2 

where I p = V p / R .  We can now observe that had the resistor been connected to a DC 
battery of voltage V, the power delivered to R would have been constant with a value 
P = VI = IZR = VZ/R. Hence if we equate DC power VZ/R to the corresponding 
average AC power (1.12), we conclude that 

v=Vp = 0.707Vp (1.13) 

6From now on, the instantaneous values of currents or voltages that vary with time will be represented 
by lowercase letters, whereas uppercase letters will be used for constants such as DC voltage. For example, 
for the sinusoidal case, v = v(t) = Vp sint, where Vp is the peak or maximum value of the sine wave. In 
Fig. 1.4a, the symbol for a sinusoidal source is used, whereas in Figs. 1.1 and 1.2 the symbol for a DC source, 
i.e., a battery, was used. 
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This is called the effective value of an AC voltage; that is, a sinusoidal voltage of peak 
value Vp is as effective in delivering power to a resistor as a DC voltage of value Vp / ~/-2. 

Effective or rms values will be considered in more detail in the following chapter. 
To demonstrate that a resistor continues to absorb energy from a connected source, 

we can evaluate the energy supplied to a resistor, that is, 

fOt fot V2fot WR = p d t  ~ -- R i2dt  ~ - - -~ sin 2 t ~ d t  ~ 
sin  ] 

= ~ t 
2R 2 

(1.14) 

Sketching the last expression of the above equation in Fig. 1.4c shows that w contin- 
ues to increase, wiggling about the average term V 2 t / 2 R ;  this term is equal to Joule's 
heating law (1.9), and when differentiated with respect to time t also accounts for the 
average power given by (1.12). 

1.4.2 Capacitors 

A capacitor is a mechanical configuration that accumulates charge q when a voltage 
v is applied and holds that charge when the voltage is removed. The proportionality 
constant between charge and voltage is the capacitance C, that is, 

q = Cv  (1.15) 

Most capacitors have a geometry that consists of two conducting parallel plates sep- 
arated by a small gap. The C of such a structure is given by C = e A / s  where e is the 
permit t iv i ty  of the medium between the plates, A is the area, and s is the separation of 
the plates. Figure 1.1 shows such a parallel-plate capacitor (note that the large gap that 
is shown would result in a small capacitance; in practice, capacitors have a small gap, 
typically less than 1 mm). 

The unit for capacitance is the f a r a d  (F), which is a rather large capacitance. Most 
common capacitors have values in the range of microfarads (#F - 10-6F), or even 
picofarads (pF - 10-12F), with the majority of practical capacitors ranging between 
0.001 and 10 E To obtain larger capacitances, we can either increase the area A, de- 
crease the spacing s or use a dielectric medium with larger permittivity e. For example, 
mica and paper have dielectric constants  7 of 6 and 2, respectively. Therefore, a parallel- 
plate capacitor of Fig. 1.1 with mica filling the space between the plates would have a 
capacitance six times that of a free-space capacitor. Most tubular capacitors are made 
of two aluminum foil strips, separated by an insulating dielectric medium such as paper 
or plastic and rolled into log form. It is tempting to keep reducing the spacing between 
the plates to achieve high capacitance. However, there is a limit, dictated by the di- 
electric breakdown strength of the insulating material between the plates. When this is 
exceeded, a spark will jump between the plates, usually mining the capacitor by leaving 

7A dielectric constant is defined as relat ive permit t ivi ty  er = e/eo, where  e 0 = 8.85 �9 10 - 1 2  F /m  is the 

permittivity of free space. 
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a conducting track within the insulating material where the spark passed. Hence, know- 
ing the breakdown electric field strength of a dielectric material (for air it is 3.104 V/cm, 
for paper 2.105 V/cm, and for mica 6.106 V/m ) and using ( 1.3), which gives the electric 
field when the voltage and plate separation are specified, we can calculate the voltage 
which is safe to apply (that which will not cause arcing) to a capacitor of a given plate 
separation. A practical capacitor, therefore, has stamped on it not just the capacitance 
but also the voltage. For example, a stamp of 50 VDr means, do not exceed 50 V of DC 
across the capacitor. 

To determine how a current passes through a capacitor, we use (1.15), q -- C v, 
differentiate both sides of the equation with respect to time, and note that i = dq/dt; 
this results in 

dlJ 
i = C m (1.16) 

dt 

for the capacitor current, where we have used lowercase letters q, i, and v to denote that 
charge, current, and voltage can be time-changing and capacitance C is a constant. This 
expression shows that a constant voltage across a capacitor produces no current through 
the capacitor (dv/dt = 0). Of course, during the charging phase of a capacitor, the 
voltage changes and current flows. 8 If we now apply a sinusoidal voltage to the simple 
capacitor circuit of Fig. 1.Sa, we see that the resultant current leads the applied voltage 

a b c 

~PP " . t 

 -Wkc ,--, Z Wav  
- - - l i , . . , i l  . . . . . .  l l -  

P P P 

F I G U R E  1.5 (a) A capacitor (depicted by the double line) with voltage v applied. (b) Sinusoidal volt- 
age and current in C. (c) Instantaneous power and energy as well as average energy are sketched. (Note: 
amplitudes of p and w C are not to scale.) 

8During a brief time interval after the capacitor is connected to a battery, a charging current flows through 
the capacitor, that is, (1.16) gives a finite value for i because the capacitor voltage changes from zero for an 
initially uncharged capacitor to the battery voltage during charging. During the charging interval, dv/dt is 
not zero, therefore. Going back to our parallel-plate capacitor of Fig. 1.1, we infer that the charging current 
moves electrons from left to right through the battery, depositing electrons on the right plate, and leaving the 
left plate deficient of the same amount of electrons. The electrons on the charged plates do not come from the 
battery, but from the metallic plates, which have an abundance of free electrons. The battery merely provides 
the energy to move the charges from one plate to the other. Charging of a capacitor is considered in detail in 
Section 1.8. 
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by 90 ~ or v lags i by 90 ~ as shown in Fig. 1.5b. This is easily seen by use of (1.16): if 
v = Vp sin t, then 

i --  V p C  cos t -- Ip cos t = Ip sin(t + rr/2) 

The angle of re/2 is also referred to as a 90 ~ degree  p h a s e  shif t .  

The instantaneous power in C is given by 

d v  C V  2 
p - vi  - C v  m = sin2t (1.17) 

d t  2 

where sin 2t = 2 sin t cos t was used. Equation (1.17) is sketched in Fig. 1.5c. The 
positive and negative values of p imply that power flows back and forth, first from 
source to capacitor, and then from capacitor to source with average power Pave = 0. 
The back and forth surging of power, at twice the frequency of the applied voltage, 
is alluded to by the dashed arrows for p. It thus appears that the capacitor, unlike a 
resistor, does not consume any energy from the source, but merely stores energy for 
a quarter-period, and then during the next quarter-period gives that energy back to the 
source. C is thus fundamentally different from R because R dissipates electrical energy 
as it converts it to heat. C, on the other hand, only stores electrical energy (in the charge 
that is deposited on the plates). To learn more about capacitance let us consider the 
energy stored in C, which is 

f w c  = p d t -  Cv2  = C V 2  sin2t = ( 1 -  cos2t)  (1.18) 
2 4 

In general, the energy stored in a capacitor is given by the C v 2 / 2  term. For the 
specific case of applied voltage which is sinusoidal, the energy is represented by the 
last expression in (1.18). When a sketch of this expression is added to Fig. 1.5c, we 
see that the average energy, C V2p/4, does not increase with time. That is, the energy 
only pulsates as it builds up and decreases again to zero. If one compares this to the 
corresponding sketch for a resistor, Fig. 1.4c, one sees that for an energy-converting 
device, which R is, energy steadily increases with time as R continues to absorb energy 
from the source and convert it to heat. 

EXAMPLE 1.1 An initially uncharged 1 #F  capacitor has a current, shown in Fig. 1.6, 
flowing through it. Determine and plot the voltage across the capacitor produced by this 
current. 

Integrating the expression i = C d v / d t ,  we obtain for the voltage 

l fot --  - -  i d t  - - -  
v C ~ C 

i d t  + Vo 

where V0 is the initial voltage on the capacitor due to an initial charge. For 0 < t < 3 
ms, the current represented by the straight line is i - 0.01 - 5t, and since V0 = 0 we 
obtain 

v = 10 4 (1 - 250t)t 
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F I G U R E  1.6 The dotted line is the capacitor current. The resultant voltage is represented by the solid 
line. 

which is an equation of a parabola. At t = 2, 3 ms, voltage is v - 10, 7.5 V. For 
3 < t < 5 ms, i = - 5  mA, which yields 

l f 3 t  
C 

i dt + V0 = - 5 ( t  - 3) + 7.5 

and which sketches as the straight line. For t > 5 ms, i - 0 and the voltage remains a 
constant, v = - 2 . 5  V. n 

We can now summarize the characteristics of capacitors" 

�9 Only a voltage that changes with time will produce a current through a capacitor. 
A capacitor is therefore an open circuit for direct current (DC). 

�9 Sinceenergy cannot change instantaneously (it is a continuous function of time), 
and since the energy stored in a capacitor is expressed in terms of voltage as 
! C v 2 we conclude that voltage across a capacitor cannot change instantaneously 2 
(unless we want to entertain infinite currents, which is not practical). Capacitance 
has therefore smoothing properties for voltage, which has many important appli- 
cations such as in filter design. 

�9 A finite amount of energy can be stored, but because no mechanism for energy 
dissipation exists in an ideal capacitor none can be dissipated. For sinusoidal time 
variations this is easily seen since the 90 ~ phase difference between current and 
voltage results in Expression (1.17), which gives Pave = 0. 

1.4.3 Inductors 

The last of the common circuit elements is the inductor. Like a capacitor, it is an energy- 
storage device, and like a capacitor which stores the energy in its electric field between 
the plates, an inductor stores it in its magnetic field, which surrounds the inductor. As 
this is a book on electronics, we will not pursue the field interpretation of energy stor- 
age, but instead use the voltage and current which create these fields in capacitors and 
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inductors, respectively. Thus we can say that a capacitor stores energy in the charges 
which are created when a voltage is applied to a capacitor, giving rise to the energy 
expression in terms of voltage, which from (1.18) is wc - �89 2. Similarly, since cur- 

rent causes a magnetic field, we can derive the expression WL - 1Li 2, which gives the 
energy stored in an inductor, where i is the current flowing through the inductor and L 
is the inductance of the inductor (note the duality of these two expressions: C is to L as 
v is to i). 

To derive the above formula, we begin with the notion that inductance L, like ca- 
pacitance C, is a property of a physical arrangement of conductors. Even though any 
arrangement possesses some inductance, there are optimum arrangements that produce 
a large inductance in a small space, such as coils, which consist of many turns of fine 
wire, usually wound in many layers, very much like a spool of yarn. The definition of 
inductance rests on the concept of flux linkage. This is not a very precise concept unless 
one is willing to introduce a complicated topological description. For our purposes, it 
is sufficient to state that flux linkage �9 is equal to the magnetic field that exists in a coil 
multiplied by the number of turns of the coil. Inductance L is then defined as L -- ~ / i  
(which is analogous to capacitance C = q / v ) ,  where i is the current in the coil that 
gives rise to the magnetic field of the coil. Recalling Faraday's  law, v = d ~ / d t ,  which 
gives the induced voltage in a coil when the coil is in a time-changing magnetic field, 
we obtain 

di 
v = L - -  (1.19) 

dt  

which is the defining equation for voltage and current in an inductance L. Again, as in 
the case of C, we assume that L remains constant over a large range of voltages and 
currents. 

The unit for inductance is the Henry  (H). Inductors for filter applications in power 
supplies are usually wire-wound solenoids on an iron core with inductances in the range 
from 1 to 10 H. Inductors found in high-frequency circuits are air-core solenoids with 
values in the milli-Henry (mH) range. 

As in the case of capacitance, assuming sinusoidal variations will quickly show the 
characteristics of inductance. If (as shown in Fig. 1.7a) a current source which produces 
a current i = Ip sin t is connected to an inductor L, then using (1.19), voltage across the 
inductor will be v = L Ip cos t, which is sketched in Fig. 1.7b. Hence, for sinusoidal 
variation, voltage leads current by 90 ~ or i lags v by the same amount in L. The 
instantaneous power is 

di  L 2 
p = vi = Li  ~ _ Ip sin 2t (1.20) 

dt  2 

The positive and negative values of p imply that power 9 flows back and forth between 
the source and the inductor. Hence, like the capacitor, an inductor accepts energy from 

9Strictly speaking, it is the energy that flows back and forth and power is the time rate of change of energy. 
However, when describing flow, the terms power and energy are used interchangeably in the popular literature. 
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FIGURE 1.7 (a) An inductor (depicted by a spiral symbol) with current i applied. (b) Sinusoidal voltage 
and current in L. (c) Sketches of instantaneous power and energy, and average energy. (Note:  amplitudes of 
p and WL are not to scale.) 

the source for a quarter-period and returns the energy back to the source over the next 
quarter-period. This is nicely illustrated when we consider energy, which is 

2 
f 1L i2  L i p  sin2 t (1.21) l l)L = p dt  = 2 = -- 

2 

In general, the energy stored in an inductor is given by the L i 2 / 2  term. For the sinu- 

soidal case, the last term shows that the energy increases as the inductor accepts energy 
from the source and decreases again to zero as the inductor returns the stored energy to 
the source. This is illustrated in Fig. 1.7c. An example of large-scale energy storage is a 
new technology which will enable industry to store cheap, off-peak electrical energy in 
superconducting coils for use during periods of high demand. A large, steady current is 
built up in a coil during off-peak periods, representing L i 2 / 2  of energy that is available 
for later use. 

EXAMPLE 1.2 A 1 H inductor has an initial 1 A current flowing through it, i.e., i (t = 
0) = I0 = 1 A. If the voltage across L is as shown in Fig. 1.8, determine the current 
through the inductor. 

Integrating the expression v = L d i / d t ,  we obtain for the current 

1/o' i = -- v d t  = -- v d t  + Io 
L o0 L 

For 0 < t < 2 s, we have i = Io = 1 A, because v = 0 as shown in the figure. For 
2 s < t < 3 s ,  

f2 t i -- ( - 1 )  dt  + Io - 3 - t 

which gives the downward-sloping straight line for the current. For t = 3 s, i = 0, and 
for t > 3 s, the current remains at zero, i.e., i = 0, as the voltage for t > 3 s is given as 
1)- -0 .  
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FIGURE 1.8 Current and voltage waveforms in a 1 H inductor. 

This example demonstrates that even though the voltage makes finite jumps, the 
current changes continuously in an inductor, i 

The characteristics of inductors can be summarized as follows: 

�9 Only a current that changes with time can produce a voltage across an inductor. 
An inductor is therefore a short circuit for DC. Very high voltages can be pro- 
duced across an inductor when the current through L is suddenly interrupted (an 
arc can form at the point of interruption, if the interruption is too sudden). 

�9 As the energy (which cannot change instantaneously) stored in an inductor is 
given by WE -- �89 L 12, we conclude that current through an inductor also cannot 
change instantaneouslymunless we want to consider infinite voltages, which is 
not practical. Inductance has therefore smoothing properties for current. An 
inductor, for example, inserted in a circuit that carries a fluctuating current will 
smooth the fluctuations. 

�9 A finite amount of energy can be stored, but because no mechanism for energy 
dissipation exists in an ideal inductor none can be dissipated. 

1 . 4 . 4  B a t t e r i e s  

Joule's law states that a resistor carrying a current generates heat. The electrical energy 
is frequently supplied to the resistor by a battery, which in turn obtains its energy from 
chemical reactions within the battery. Hence, heat generation by R involves two trans- 
formations: from chemical to electrical to heat. The symbol for a battery is shown in 
Fig. 1.1 and in Fig. 1.9a, with the longer bar denoting the positive polarity of the battery 
terminals. Batteries are important sources of electrical energy when a constant voltage 
is desired. 

Before we analyze practical batteries, let us first characterize ideal batteries or ideal 
voltage sources. An ideal battery is defined as one that maintains a constant voltage, 
say, VB, across its terminals, whether a current is flowing or not. Hence, voltage VB of 
an ideal battery is completely independent of the current, as shown in Fig. 1.9b. Such a 
source is also referred to as an independent source (a source connected in a circuit is said 
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FIGURE 1.9 (a) An ideal battery. (b) The output characteristics of an ideal battery. (c) The internal 
resistance of an ideal battery is that of a short circuit. 

to be independent if its value can be assigned arbitrarilyl~ Since an ideal battery will 

maintain a voltage VB across its terminals even when short-circuited, 11 we conclude that 

such a source can deliver, in theory, infinite power (since P = VZ/R, as R ~ 0, P 

c~). Hence, the name ideal source. We also observe that the slope of the v-i curve in 

Fig. 1.9b is zero. Applying Ohm's  law, R = V/1, to such a horizontal v-i line implies 

zero resistance. We therefore conclude that the internal resistance of an ideal source is 

zero. This explains why an ideal battery causes infinite current when short-circuited. 

Ignoring difficulties that infinities create, we learn that when looking into the terminals 

of an ideal battery, we see a short circuit (we are now using common circuits language). 

Saying it another way, if we somehow could turn a dial and decrease the voltage VB of 

the ideal battery to zero, we would be left with a short circuit as shown in Fig. 1.9c. 

It is common to represent voltage sources in circuit schematics by ideal sources, 

which is fine as long as there are no paths in the schematic that short such sources (if 

there are, then the schematic is faulty and does not represent an actual circuit anyhow). 

Practical sources, on the other hand, always have finite internal resistance, as shown in 

Fig. 1.10a, which limits the current to non-infinite values should the battery be short- 

circuited. Of course Ri is not a real resistor inside the battery, but is an abstraction of 

the chemistry of a real battery and accounts for the decrease of the terminal voltage 

when the load current increases. The internal voltage VB is also referred to as the 

electromotive force (emf) of the battery. From our previous discussion, we easily deduce 

that powerful batteries are characterized by low internal resistance (0.005 f2 for a fully 

charged car battery), and smaller, less powerful batteries by larger internal resistance 

(0.15 f2 for an alkaline flashlight battery, size "C"). 

Another characteristic of practical batteries is their increasing internal resistance with 

discharge. For example, Fig. 1.10b shows the terminal voltages versus hours of continu- 

ous use for two types. The mercury cell maintains its voltage at a substantially constant 

10There are special kind of sources in which the source voltage depends on a current or voltage elsewhere 
in the circuit. Such sources will be termed dependent sources or controlled sources. 

11A short circuit is a zero-resistance path (current can flow but voltage across the path is zero). For example, 
a piece of copper wire can be considered as a short-circuit element. The opposite of a short is an open circuit, 
which is an infinite resistance path (voltage can exist across the path but current is zero). These two elements 
are modeled by the two positions of an on-off switch. 
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FIGURE 1.10 (a) A practical battery with emf VB and internal resistance Ri. (b) Discharge characteristics 
of two types of batteries. 

level of 1.35 V over its lifetime (but drops sharply when the battery is exhausted) in 
comparison to ordinary flashlight cells which start out at 1.55 V but decrease continu- 
ally with use. Other types (lithium, 3.7 V, very long shelf life of over 10 years; nickel- 
cadmium, 1.25 V, sealed but rechargeable; lead-acid, 2 V, powerful and rechargeable, 
used as car batteries when connected in series as three-cell 6 V or six-cell 12 V units) 
fall somewhere between the two curves. The rate of decrease of available voltage as 
the battery discharges is determined by the chemical reaction within the battery. While 
battery chemistry is beyond the scope of this book, what is of interest to us is that the 
decreasing chemical activity during discharge can be associated with an increase of in- 
ternal battery resistance. Hence, a fully charged battery can be viewed as possessing a 
low internal resistance, which gradually increases with battery use and becomes very 
large for a discharged battery. 

Figure 1.1 la shows a circuit in which a practical battery is connected to a load, 
represented by RE, and delivers power to the load. RL can be the equivalent resistance 
of a radio, a TV set, or any other electrical apparatus or machinery which is to be 
powered by the battery. The power available to the load is given by i 2RL. However, 
since the battery has an internal resistance, energy will also be dissipated within the 
battery. The internal loss is given by i2Ri and will show up as internal heat. It is 
therefore dangerous to short a powerful battery, as all of the available energy of the 
battery will then be rapidly converted to internal heat and, unless the shorting element 
melts rapidly, a dangerous explosion is possible. 

Let us now assume, for the time being, that Ri is constant but the load RE is variable 
(represented by the arrow across RL in Fig. 1.1 la) and analyze the circuit as the burden 
on the battery is increased. Using Kirchhoff's voltage law (1.10), we obtain for the 
circuit 

VB = i Ri q- i RE (1.22) 
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F I G U R E  1.11 (a) A practical battery with a variable load connected. (b) Characteristics of a source with 
increasing load. (c) Characteristics of a source being depleted. 

The voltage across the load resistor, VL = i RL, which is also the available voltage 
across the external battery terminals, is given from (1.22) as 

VL = VB -- i Ri  (1.23) 

This is an equation of a straight line with constant slope of - R i  and is plotted in 
Fig. 1.1 lb. The available voltage is therefore the emf of the battery minus the inter- 
nal voltage drop of the battery. The current that flows in the series circuit is obtained 
from (1.22) as 

VB 
i = (1.24) 

Ri + RE 

As the load resistance RL decreases, the burden on the battery increases. As shown in 
Fig. 1.1 l b, this is accompanied by a decrease in the available voltage VL, usually an 
undesirable result. Eliminating i from (1.23) and (1.24) to give 

RL 
VL = VB ~ (1.25) 

Ri + RL 

shows the decrease of VL from VB as RL is decreased. Thus, when there is no load 
on the battery (RL is very large), the available voltage is maximum at VL ~ VB, but 
for a large load (RL ~ 0), the available voltage drops to VL ~ 0. Utility companies, 
for example, have difficulty maintaining constant voltage during summer when the de- 
mand for electricity increases mostly because of energy-hungry air conditioning equip- 
ment. 12 Lower-than-normal voltage conditions (popularly referred to as brownouts) put 
an abnormal strain on customers' electrical equipment which leads to overheating and 

12The circuit of Fig. 1.1 lb is a general representation of power delivery at a constant voltage. It applies 
to a flashlight battery delivering power to a bulb, a solar cell powering a calculator, a car battery starting an 
automobile, or a power utility delivering power to homes. All these systems have an internal emf and an 
internal resistance, irrespective of AC or DC power produced. 



Section 1.4 Circuit Elements 19 

eventually to failure. 13 An obvious solution to brownouts is to decrease the internal re- 
sistance Ri of the generating equipment as this would decrease the slope of the curve in 
Fig. 1.1 l b by moving the intersection point VB/Ri to the right, thus bringing the curve 
closer to that of an ideal source of Fig. 1.9b. Of course, low-R/equipment  means larger 
and more expensive generators. 

To obtain Fig. 1.11 b we have assumed that the internal resistance Ri remains constant 
as the load resistance RE changes. Let us now consider the case when load RE remains 
constant but Ri changes. An example of this is a battery being discharged by a turned- 
on flashlight which is left on until the battery is depleted. Figure 1.1 l c gives the v-i 
curve for battery discharge with the arrows indicating the progression of discharge. We 
see that the fully charged battery, starting out with a small internal resistance (Ri ,-~ 0), 
can deliver a current i ~ VB/RL and a voltage vL ~ VB. After discharge, (Ri ,~ ~ ) ,  
the current (1.24) and terminal voltage (1.25) are both zero. 

In summary, one can say that the reason that current goes to zero as the battery is 
discharged is not that the emf, whose magnitude is given by VB, goes to zero, but that 
the internal resistance Ri changes to a very large value. A discharged battery can be 
assumed to still have its emf intact but with an internal resistance which has become 
very large. Ri is therefore a variable depending on the state of the charge and the age 
(shelf life) of the battery. 

To measure the emf of the battery, we remove the load, i.e. we open-circuit the 
battery and as the current i vanishes we obtain from (1.23) that vL = VB; the volt- 
age appearing across the battery terminals on an open circuit is the battery's emf. To 
measure the emf, even of an almost completely discharged battery, one can connect a 
high-resistance voltmeter (of 107 f2 or larger) across the battery terminals. Such a volt- 
meter approximates an open-circuit load and requires only the tiniest trickle of charge 
flow to give a reading. If the input resistance of the meter is much larger than Ri, the 
reading will be a measure of the VB of the battery. 

To measure the Ri of a battery, one can short-circuit the battery, for only a very brief 
time, by connecting an ammeter across the battery and reading the short-circuit current. 
(As this is a dangerous procedure, it should be done only with less powerful batteries, 
such as flashlight cells. It can also burn out the ammeter unless the appropriate high- 
ampere scale on the meter is used.) The internal resistance is then given by VB/Isc. A 
less risky procedure is to connect a variable resistance across the battery and measure 
the voltage vL. Continue varying the resistance until the voltage is half of VB. At this 
point the variable resistance is equal to Ri. If this is still too r i s k y p a s  it puts a too low 
of a resistance across the battery---consider the procedure in the following example. 

EXAMPLE 1.3 Determine the Ri of an alkaline battery (size C) by loading the cell 
with a 1 ~ resistor. 

13 Overheating results when the voltage for an electric motor decreases, thereby increasing the current in the 
motor so as to preserve the power (p = vi) of the motor. The increased current leads to increased I2R losses 
in the windings of the motor, which in turn leads to an increase in generated heat that must be dissipated to 
the surroundings. 
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Consider Fig. 1.1 l a. It is known that VB for an alkaline cell is 1.5 V. Measuring the 
voltage across the 1 ft resistor, we obtain 1.3 V, which must leave a voltage drop of 0.2 
V across Ri. As the current in the circuit is given by i = 1.3 V/1 ft - 1.3 A, we obtain 
for the internal resistance Ri -- 0.2 V/1.3  A = 0.15 ft. II 

1.4.5 Voltage and Current Sources 

Voltage sources in general provide voltages that can vary with time such as sinusoids 
and square waves, or that can be constant with time such as the voltage of a battery. In 
either case, the principles that were covered for batteries in the previous section apply 
equally well to voltage sources in general. That is, each type of voltage source has an 
ideal source in series with an internal resistance as shown in Fig. 1.12a. Note the new 
circuit symbol for an independent voltage source, which includes a battery as a special 
case by simply specifying that Vs = 12 V for a 12 V battery, for example. 

A second type of source, known as a current source, whose symbol is shown in 
Fig. 1.12b, produces a constant current output independent of voltage, as shown in 
Fig. 1.12c. A vertical v-i graph implies that the internal resistance of a current source 
is infinite (in contrast to a voltage source for which it is zero), i.e., if we somehow could 
turn a dial and reduce the amplitude is to zero, we would be left with an open circuit. 

a 

R i 

0 s 

b c 
o o 0 

+ 
0 is( 

+ 
0 

O O 

! 
e 

Ooc= ~ RE=~176 
isRi' ~ 

\%~ 

RL=0"-,~ 

lSC = i s 

ideal source 
(Ri=oo) 

i L 

F I G U R E  1.12 (a) A practical voltage source. (b) An ideal current source. (c) The v-i characteristics of 
an ideal current source. (d) A practical current source. (e) Load voltage VL and load current i L variation as 
the load resistor RL changes, for the case when R L is connected to the practical source of Fig. 1.12d. 
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This, of course, is again an ideal source, nonexistent in the real world, as it appears to 
supply infinite power. For example, connecting a load resistor RL of infinite resistance 

"2RL, which (that is, an open circuit) to a current source would produce power p - ~s 
is infinite, as by definition the ideal current source will maintain is current through 
the open circuit. Therefore, a practical current source always appears with an internal 
resistance which parallels the ideal current source, as shown in Fig. 1.12d. Now, leaving 
the output terminals open-circuited, as shown in Fig. 1.12d, is simply circulates through 
Ri. Practical examples of current sources are certain transistors which can maintain a 
constant current, similar to that shown in Fig. 1.12c, for a wide range of load resistances. 
However, when RE begins to exceed a certain value, the current drops sharply. 

To obtain the output characteristics, we connect a load resistance RE to the real 
current source of Fig. 1.12d. Now the source current is will divide between resistors 
Ri and RL. If we vary RL and plot the vL-iL graph, we obtain Fig. 1.12e. This graph, 
like the respective one for a voltage source, Fig. 1.1 l b, shows that as we decrease RL, 
the load voltage VL decreases and drops to zero for RL = 0, at which point the current 
through the load resistor, which is now a short circuit, becomes iL -- isc -- is. On the 
other hand, when RL is infinite, i.e., an open circuit, the load voltage is VL = Voc = is Ri.  

1.4.6 Source Equivalence and Transformation 

From the standpoint of the load resistor, it is immaterial if a current or a voltage source is 
delivering power to RL. If, for example, 10 W is being delivered to a load resistance by a 
source that is enclosed in a black box, there is no way of knowing if the hidden source is 
a voltage or a current source. An equivalence between current and voltage sources must 
therefore exist, which we now define by stating that if two separate sources produce the 
same values of v and i in RL, then for electrical purposes the two sources are equivalent. 
The equivalence must hold for any load resistance, including RE = 0 and RE = ~ ;  in 
other words, if two sources produce the same short-circuit current, Isc, when RE ---- 0, 
and the same open-circuit voltage, Voc, when RE = cx~, then the sources are equivalent. 

With the above statement of equivalence, we now have a convenient and quick way to 
transform between sources. For example, if we begin with the practical voltage source 
of Fig. 1.13a, we readily see that Isc = V~ R, and from (1.25), Voc = V. Therefore, the 
equivalent practical current source, shown in Fig. 1.13a, has a current source of strength 
I = V / R  in parallel with a resistance R. Similarly, if we start out with a current source 
and would like to find the equivalent voltage source, Fig. 1.13b shows that the current 
source of strength I in parallel with R gives Isc = I when short-circuited and Voc = I R 
when open-circuited. Therefore, the equivalent voltage source is easily obtained and is 
shown in Fig. 1.13b. 

Summarizing, we observe that under open-circuit conditions, Voc always gives the 
voltage element (emf) of an equivalent voltage source, whereas under short-circuit con- 
ditions, Isc always gives the current element of an equivalent current source. Further- 
more, we easily deduce that the source resistance is always given by R = Voc/Isc. If 
we examine Fig. 1.13, we note that the source resistance is R and is the same for all 
four equivalents. That is, looking back into the terminals of the voltage source we see 



22 Chapter 1 Circuit Fundamentals 

only resistance R, because the voltage source element, which is in series with R, is 
equivalent to a short (see Fig. 1.9c). Similarly, looking into the terminals of the current 
source, we see R, because the current source element itself, which is in parallel with R, 
is equivalent to an open circuit. 

Open-circuit and short-circuit conditions, therefore, provide us with a powerful tool 
to represent complicated sources by the simple, equivalent sources of Fig. 1.13. For 
example, an audio amplifier is a source that provides amplified sound and therefore 
can be represented at the output terminals of the amplifier by one of the equivalent 
sources. To be able to view a complicated piece of equipment such as an amplifier 
simply as a voltage source in series with a resistance aids in the understanding and 
analysis of complex electronics. In the case of the audio amplifier, the equivalent source 
resistance is the output resistance of the amplifier, which for maximum power output 
to the speakers needs to be matched 14 to the impedance of the speakers that will be 
powered by the audio amplifier. 

1.5 S E R I E S  A N D  P A R A L L E L  C I R C U I T S  

Although we have already presented such circuits when discussing Kirchhoff's laws 
(see Fig. 1.3), we will now consider them in detail. The series circuit in Fig. 1.3a 
was drawn in the shape of a loop. However, from now on we will use rectangular 
shapes for circuits as they appear neater and are easier to trace in complicated circuits. 
Figure 1.14a shows a voltage source and three resistors in a series circuit which we will 
now show to be equivalent to the one-resistor circuit of Fig. 1.14b by observing that the 
current is the same in every component of the circuit. Using Kirchhoff's voltage law, 

a 

0 0 .... 0 0 

i_v 
V=IR TR 0 0 0 " 0 

FIGURE 1.13 (a) A voltage source and its current source equivalent. (b) A current source and its voltage 
source equivalent. 

14Matching will be considered in detail in Section 1.6.5, Maximum Power Transfer and Matching. 
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FIGURE 1.14 (a) A series circuit and (b) its equivalent. 

we obtain 

Vs = vl + v2 + v3 (1.26) 

= R l i  + R2i + R3i  

= i (R1 + R2 + R3) 

= i (Req) 

for the circuit of Fig. 1.14a, and similarly we obtain Vs -- i Req for the circuit in 
Fig. 1.14b. Hence, comparing, we conclude that the equivalent resistance of N resistors 
in series is 

Req = R1 + R2 + " " - k -  R N (1.27) 

To the source, a series of resistors or a single equivalent resistor is the same, i.e., the v-i  

relationship is the same. 
In review, we should note that small-case letters are used to denote quantities that 

could be time-varying (Vs - V sin t), whereas capital letters denote constant quantities, 
such as those for a 12 V battery (VB -- 12 V). However, constant quantities can also 
be expressed by using small-case letters; e.g., the 12 V battery can be equally well 
referred to as Vs - 12 V. Convention is to use the battery symbol when the voltage 
is produced by chemical action, but when a constant voltage is provided by a power 
supply or by a signal generator, which can produce time-varying voltages and constant 
ones, the voltage source symbol of Fig. 1.14 is appropriate. Another review point is the 
polarity convention, which has the current arrow pointing at the plus when the voltage 
is that of a sink (voltage drop), and at the minus when it is a source (voltage rise). The 
following example demonstrates these points. 

EXAMPLE 1.4 Three sources are connected to a series of resistors as shown in Fig. 
1.15a. Simplify the circuit and find the power delivered by the sources. Using Kirch- 
hoff's voltage law to sum the voltages' drops and rises around the loop, we have, starting 
with the 70 V source, 

- 7 0  + 10i + 20 + 15i - 40 + 5i = 0 

- 9 0  + 30i = 0 

i = 3 A  
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F I G U R E  1.15 (a) A series circuit and (b) its equivalent. 

~ x ~  30f2 
90 

The loop current is therefore 3 A and the equivalent circuit is the two-element circuit of 
Fig. 1.15b. The power consumed by the resistors is i2R = 32 �9 30 = 270 W, which is 
also the power produced by the equivalent source (90 V .  3 A = 270 W). The individual 
sources produce 70 .3  = 210 W, - 2 0 . 3  = - 6 0  W, and 4 0 . 3  = 120 W. Clearly, the 20 
V battery acts as a load-- i t  is being charged by the remaining two sources at the rate of 
60 W. m 

A second way of connecting elements was shown in Fig. 1.3b, when discussing 
Kirchhoff's current law. In such a parallel arrangement we see that the voltage is the 
same across both resistors, but the currents through the elements will be different. Let us 
consider the slightly more complicated, but still two-node, circuit shown in Fig. 1.16a. 
Summing currents at the top node, we have 

i = i l + i2 + i3 (1.28) 

i.e., the sum of the three currents i l = Vs/R1, i2 = Vs/R2, and i3 -- Vs/R3 equals the 
source current i. Substituting for the resistor currents in (1.28), we obtain 

1 
i = Vs + ~ + (1.29) 

The terms in the parentheses can be identified as the equivalent resistance of the 
parallel resistors. Using Ohm's law, we can define 

1 
i = Vs Req (1.30) 

a b 
i i 3 ,~ 

i i I i 2 i 3 i 

0 s 0 Reg O s Rl R 2 R 3 

F I G U R E  1.16 (a) Two ways of drawing a two-node circuit of a voltage source and three resistors in 
parallel. (b) The equivalent circuit. 
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FIGURE 1.17 (a) A network of resistors and (b) its reduced equivalent. 

Hence, the equivalent resistance is 

1 1 1 1 
= ~ + + ~ (1.31) 

Req R1 ~2 R3 

and the equivalent circuit is shown in Fig. 1.16b. Equqation (1.31) is an often-used 
expression that is readily extended to N resistors in parallel. Particularly useful is the 
two-resistors-in-parallel expression 

R1 R2 
-- (1.32) Req R1 II R2 = R] + R2 

which is needed often and should be memorized. For example, a 1 kf2 and a 10 kf2 
resistor in parallel are equal to an equivalent resistor of 0.91 kf2; i.e., two resistors in 
parallel have a resistance that is less than the smallest resistance. 

The analysis for resistors in parallel is somewhat easier if we make use of conduc- 
tance G, which is defined as G = 1/R. Ohm's law can then be written as i = Gv, and 
(1.28) becomes 

i = vs(G1 + G2 + G3) (1.33) 

Hence, conductances in parallel add, or 

Geq = G 1 -+- G2 + G3 (1.34) 

and (1.34) is equal to (1.31), as Geq : 1 / Req 

EXAMPLE 1.5 Simplify the network of resistors shown in Fig. 1.17a, using the rules 
of series and parallel equivalents. 

First, combine the 10 f2 resistors which are in parallel to give 5 f2. Now combine 
this 5 f2 resistor with the 15 f2 resistor, which are in series, to give 20 f2. Now combine 
the equivalent 20 f2 resistor which is in parallel with the 30 f2 resistor of the network 
to give 12 f2. Finish by combining the equivalent 12 f2 resistor with the remaining 8 
f2 resistor, which are in series, to give 20 f2, which is the simplified network shown in 
Fig. 1.17b. II 

1 .5 .1  V o l t a g e  a n d  C u r r e n t  D i v i s i o n  

Practical circuits such as volume controls in receivers use voltage divider circuits, such 
as that shown in Fig. 1.18a (also known as a potentiometer), where the tap is movable 
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F I G U R E  1.18 (a) A voltage divider and (b) a current divider circuit. 

for a continuous reduction of the voltage v. The voltage source v sees a resistance which 
is R1 + R2, and v2 is the voltage drop across the R2 portion of the potentiometer. The 
current i flowing due to v is i = v/(R1 + Re); therefore the output voltage v2 is equal 
to iR2, or 

R2 
V2 - -  l ) ~  (1.35) 

R1 + R 2  

which is the voltage-divider equation. 
Equally useful, but more subtle, is current division. Fig. 1.18b shows a current i 

that divides into two components i l and i2. To find the component currents we first 
determine i as 

v R1 + R 2  
i -- = v ~ (1.36) 

R1 II R2 R1R2 

The current through R1 and R2 is simply given by v/R1 and v/R2, respectively, 
which by use of (1.36) is 

R2 
i l = i ~ (1.37) 

R1 + R 2  
and 

g l  
i2 -- i ~  (1.38) 

R1 + R 2  

The above two equations establish the rules of current division. Although not as straight 
forward as voltage division, current division at the junction of two resistors follows the 
rule that the larger current flows through the smaller resistor. In the limit, for example, 
when R1 is a short, all the current flows through R1 and none through R2, in agreement 
with (1.38), which states that i2 = 0 for this case. When analyzing circuits, we need to 
have at our fingertips the rules of voltage and current division, which makes these rules 
worth memorizing. 

1 .6  N E T W O R K  S I M P L I F I C A T I O N  

We have already simplified some circuits by applying the rules of series and parallel 
circuits. When considering more complicated circuits, usually referred to as networks, 
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there are other, more sophisticated analysis tools at our disposal which we need to study 
and be able to apply. In electronics, we frequently encounter one -por t  and two-por t  

devices. A one-port is a two-terminal circuit such as those shown in Fig. 1.13 or in 
Fig. 1.20. Two-ports are of great interest, because complicated electronic equipment 
can frequently be viewed as two-ports. For example, connections to an audio amplifier 
are made at the input and the output terminals. At the input, we connect a pickup device, 
whose weak signal is incapable of driving a speaker and therefore needs to be amplified. 
At the output, the amplifier acts as a powerful source and can easily drive a speaker that 
is connected to the output terminals. Hence, from the viewpoint of the user, a two-port 
depiction of an amplifier is all that is needed. Furthermore, without having yet studied 
amplifiers, we can already deduce a fundamental circuit for an amplifier: at the output 
port, the amplifier must look like a practical source. We now have a simple, but highly 
useful, three-component model of an amplifier delivering power to a load: a voltage 
source in series with a source resistance is connected to a load such as a speaker which 
is represented by RL. This simple circuit looks like that of Fig. 1.1 l a (with the battery 
replaced by a voltage source) and is a valid representation of an amplifier at the output 
terminals. We will consider now several theorems, including Thevenin's, which will 
formalize the replacing of all or part of a network with simpler equivalent circuits. 

1.6.1 Equivalence 

We have already referred to equivalence in the subsection on Source Equivalence and 
Transformation. To repeat: two one-port circuits are equivalent if they have the same 
v-i  characteristics at their terminals. 

1.6.2 Superposition 

Circuit theory is a linear analysis; i.e., the voltage-current relationships for R, L, and 
C are linear relationships, as R, L, and C are considered to be constants over a large 
range of voltage and currents. Linearity gives rise to the principle of superposition, 
which states that in a circuit with more than one source present, the voltage or current 
anywhere in the circuit can be obtained by first finding the response due to one source 
acting alone, then the second source acting alone, and so forth. The response due to 
all sources present in the circuit is then the sum of the individual responses. This is a 
powerful theorem which is useful since a circuit with only one source present can be 
much easier to solve. Now, how do we shut off all sources in the circuit but one? 15 
Recall what happens to an ideal voltage source when the amplitude is cranked to zero? 
One is left with a short circuit (see Fig. 1.9). Similarly, when a current source is cranked 
down to zero, one is left with an open circuit (see Fig. 1.12). Therefore, in a circuit with 
multiple sources, all sources except one are replaced with their respective short or open 
circuits. One can then proceed to solve for the desired circuit response with only one 
source present. The following example illustrates the technique. 

15In circuit jargon, this is also referred to as killing a source. 
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FIGURE 1.19 (a) A circuit with a voltage and current source present. (b) The voltage source is removed. 
(c) The current source is removed. 

EXAMPLE 1.6 Use superposition to find the current i in Fig. 1.19a. For linear re- 
sponses only (voltage and current, but not power), the circuit of Fig. 1.19a is a superpo- 
sition of the two circuits of Figs. 1.19b and c. Hence the current is the superposition of 
two currents" the first, due to the current source acting alone, is flowing to the left, and 
the second, due to the voltage source acting alone, is flowing to the fight. Hence 

i - ilvs=O + ilis=O 
10 6 

= 3 ~  - 
5 +  10 5 +  10 

= 0.5 - 0.4 = 0.1 A 

and a current of 0.1 A is flowing to the left in the circuit of Fig. 1.19a. Superposition, 
by breaking up a problem into a set of simpler ones, often leads to a quick solution and 
provides us with insight as to which sources contributes more. 

It is tempting to calculate i2R power dissipated in, for example, the 5 f2 resistor by 
adding powers. We would obtain (0.5) 2 �9 5 + (0.4) 2 �9 5 = 2.05 W, when in fact the 
actual power dissipated in the 5 f2 resistor is only (0.1)2.5 = 0.5 W. This demonstrates 
succinctly that superposition applies to linear responses only, and power is a nonlinear 
response, not subject to superposition. II 

1.6.3 Thevenin's Theorem 

This is one of the most powerful and useful theorems in circuit theory. It can greatly 
simplify analysis of many linear circuits and provide us with insight into the behavior 
of circuits. It allows replacing a complex one-port, that may contain many sources 
and complicated circuitry, by a practical source, i.e., a voltage source in series with 
a resistance. Let us consider Fig. 1.20a, which shows a general network, with two 
terminals for access. If the network is an amplifier, the terminals could be the output 
port to which a load, such as a speaker, represented by RL, is connected. 

Thevenin's theorem states that, looking into the network to the left of the dashed, 
vertical line, the one-port can be replaced by a series combination of an ideal voltage 
source Vth and a resistance Rth (as shown in Fig. 1.20b), where Vth is the open-circuit 
voltage of the one-port and Rth is the ratio of the open-circuit voltage to the short- 
circuit current of the one-port. The open-circuit voltage is obtained by disconnecting RL 
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FIGURE 1.20 (a) A one-port network of arbitrary complexity, connected to a load resistor. (b) A 
Thevenin's equivalent circuit. (c) A Thevenin's equivalent circuit for an amplifier with gain Vout/Vin and 
input and output resistance shown. 

and measuring or calculating the voltage, whereas the short-circuit current is obtained 

by shorting RE. When it is impractical to short the output, Rth can also be obtained 
by killing all sources of the network (replacing voltage sources by shorts and current 
sources by open circuits) and calculating the resistance of the resulting network. This, 
of course, also applies to the equivalent network in Fig. 1.20b; shorting out the voltage 
source and looking into the network, we see Rth. 

Insofar as the load RL is concerned, the two networks (a) and (b) are equivalent; 
that is, the voltages and currents in RE produced by the two networks are the same. 
This is a surprising result and implies that any two terminals (a one-port) can be viewed 
as a practical source (Fig. 1.13), an observation that we already made in Section 1.4 
when discussing source equivalence. 16 Even though our previous development of prac- 
tical sources, especially that of viewing a one-port as a practical source, was sketchy, 
Thevenin's theorem puts it now on a firm basis. For example, a resistor R (which is a 

one-port device), when viewed as a practical source, will have Rth -- R and Vth = 0 
according to Thevenin's theorem. 

The intent of the material covered thus far is to give us a basis for our study of elec- 
tronics. One of the basic building blocks in electronics is an amplifier. Even with a 
limited knowledge of this subject, we can use the development in the last sections to 
construct an elementary circuit for an amplifier, which we have sketched in Fig. 1.20c. 
We will view an amplifier as a two-port device-- the input port is not considered as a 
source for obvious reasons, and hence it will be represented by a resistance; the output 
port, on the other hand, is expected to deliver power to a device such as a speaker, and 
hence it must act as a practical source. Figure 1.20c, therefore, shows an equivalent cir- 
cuit for an amplifier in its most elementary form, which Thevenin's theorem enabled us 
to formulate. We will use this circuit repeatedly as our study of electronics progresses. 

16This far in our development, when applying Thevenin's theorem, we are primarily restricted to DC cir- 
cuits, which are a combination of resistors, voltage and current sources. Capacitors and inductors are treated 
as open circuits and short circuits, respectively, in DC analysis. In the next chapters we will show that 
Thevenin's theorem is equally applicable to AC circuits, where the concept of impedance can treat capacitors, 
inductors, and resistors as easily as resistors in DC analysis. 



30 Chapter I Circuit Fundamentals 

1.6.4 Norton's Theorem 

Norton's theorem is a dual of Thevenin's theorem. It states that the equivalent circuit for 
a one-port can also be a practical current source (shown in Fig. 1.13). The resistance for 
the Norton circuit is the same as Rth for Thevenin's circuit. The Norton current is given 
by Isc, obtained by short-circuiting RE and measuring the current. As we already have 
covered transformations between current and voltage sources, the relationship between 
Norton's and Thevenin's circuits should be clear. 

EXAMPLE 1.7 The circuit shown in Fig. 1.21a is supplying power to RL. Find the 
Thevenin's and Norton's equivalent for the circuit to the left of RE. 

As both sources are DC sources, we have a DC circuit that can be simplified by 
replacing the inductor and capacitor by a short and open circuit, as shown in Fig. 1.2 lb. 
To find Thevenin's equivalent for the circuit of Fig. 1.21 b, we must find the open-circuit 
voltage Voc, which will be the Thevenin voltage, i.e., Vth = Voc. Using superposition, 
we first find V~oc due to the 9 V battery, followed by V~' c due to the 4 A current source: 

Vth - Voc = V~c + V"  o c  

6 3 . 6  
= 9 V  t 4 A ~  

3 + 6  3 + 6  
= 6 V + 8 V -  14V 

To find Rth, we  short the battery and open-circuit the current source and find the re- 
sistance at the terminals of Fig. 1.2 l b, which is a parallel combination of the 3 and 
6 f2 resistors, that is, Rth --- 3 II 6 = 2 S2. The equivalent circuit is now given in 
Fig. 1.21 c, and as far as RL is concerned there is no difference between the original and 
the equivalent circuit. 

Had we started with Norton's equivalent, we would have obtained the short-circuit 
current by shorting the terminals in Fig. 1.21 b, which would give us the Norton current 
In. Thus, using superposition again, we obtain 

In = Isc = 4 A + 9 V / 3  = 7 A 

Hence, the Norton equivalent is a 7 A current source in parallel with a 2 ~ resistance, as 
shown in Fig. 1.21d. We can now double check: Rth -- Vth/lsc -- 14/7 -- 2 f2, which 
checks; also, In can be obtained from Thevenin's circuit by In - Vth/Rth -- 14/2 = 7 
A, which also checks. II 

1.6.5 Maximum Power Transfer and Matching 

We have spent considerable effort on sources up to this point, because much of electrical 
equipment, with the help of Thevenin's theorem, can be viewed as a practical source at 
the appropriate terminals--as, for example, the amplifier of Fig. 1.20c. It is now natural 
to ask, how much p o w e r  can a source del iver to a load that is connec ted  to the source? 

To answer this question, let us first replace an arbitrary source by its Thevenin's equiv- 
alent, as shown in Fig. 1.22a, connect a variable load to the source, vary the load, and 
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FIGURE 1.21 (a) R L is connected to a network whose Thevenin's equivalent is desired. (b) The simpli- 
fied network when both sources are DC sources. (c) Thevenin's equivalent circuit. (d) Norton's equivalent 
circuit. 

see when maximum power is dissipated in the load. The circuit is practically identical 
to that in Fig. 1.1 la ,  except that now, instead of voltage variations at the load, we are 

interested in power variations. The power delivered to the load is given by 

(v)2 
P - - i  2 R L =  R + R L  RL (1.39) 

and is sketched in Fig. 1.22b. To find the value of RL that absorbs maximum power 
from the source, i.e., the condition of maximum power transfer, differentiate (1.39) 

with respect to RE, 

dP = V2 (R + RL) 2 -  2RL(R + RL) 

dRL (R + RL) 4 

and equate the above derivative to zero, to obtain 

RL -- R (1.40) 

This is an interesting result, otherwise known as the maximum power transfer the- 
orem, which states that maximum power is transferred from source to load when the 

load resistance RE is equal to the source's internal resistance R. When RL = R, the 
load resistance is said to be matched. Under matched conditions, the maximum power 

delivered to the load is 

V 2 
P = i2RL = (1.41) 

4RE 
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FIGURE 1.22 (a) A variable load, denoted by the arrow across RL, is connected to a source. (b) Plot of 
power dissipated in a load, versus load resistance, and plot of efficiency 17 versus RL. 

Similarly, power P '  -- i 2 R, which is dissipated in the internal resistance, is equal to 
P. The power Ps generated by the voltage source V is therefore Ps - i V = P + p t  = 

V2 / (2RL) .  Under matched conditions, therefore, half the power generated by the source 
is delivered to the load and half is lost or dissipated by the source. The efficiency of 
maximum power transfer is, consequently, only 50%. 

We can define the efficiency 0 of power delivery in general by 

Pload i 2 RL RL 
7/= = = (1.42) 

Psource i V  R + RL 

which gives the efficiency as 50%, for matched conditions, as expected; 100% efficiency 
is obtained for internal resistance R = 0 (a very powerful source), or for RL --+ c~ (no 
power absorbed by load). 

When is maximum power transfer important and when is maximum efficiency im- 
portant? The answer to these questions depends on the amount of power involved and 
the ease with which it can be generated. For example, power utilities, which generate 
many megawatts of electric power, do not operate under maximum power transfer, as 
then half of the power would be dissipated at the power plant, a very uneconomical, 
inefficient, and undesirable condition. It would require very large generators merely 
to dissipate the heat developed. Furthermore, the terminal voltage would drop to half, 
which by itself would be intolerable. Power systems, therefore, tend to be operated 
under maximum efficiency conditions, with a goal of keeping the terminal voltage as 
constant as possible as the load varies. 

As little use as power engineers have for maximum power transfer, communication 
and electronics engineers live by it. In the communications industry, signals are often 
faint, barely above the noise level, with powers sometimes on the order of microwatts or 
less. Unlike in the power industry (which can control the va!ue of R), control over the 
source of a received signal such as in a radio, television, or radar transmission usually 
does not exist. An electronics engineer has to maximize the signal from a circuit and 
efficiency may not be of importance. The highest signal-to-noise ratio which leads to the 
best reception in a communications system is usually obtained under maximum power 
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transfer conditions. Hence, matching a speaker to an amplifier, or matching an antenna 
to a receiver, gives the best performance. 

To recap, the maximum power transfer theorem states that maximum power is de- 
livered to a load by a two-terminal linear network when that load is adjusted so that 
the terminal voltage is half its open-circuit value. The value of the load resistance RE 
will then be equal to the resistance looking back into the network, i.e., the Thevenin's 
resistance RTh. This theorem was developed for a practical voltage source, but in view 
of Norton's theorem it holds as well for a practical current source. 

EXAMPLE 1.8 Using Thevenin's theorem, find the power dissipated in the 10 ~ re- 
sistor in Fig. 1.19a. Also, find what value of resistance will give maximum power 
dissipation. 

Replacing the circuit in Fig. 1.19a to the left of the 10 f2 resistor by its Thevenin's 
equivalent circuit gives us a practical voltage source with Vth -- 21 V and Rth -- 5 ~2. 
The power delivered to the l0 f2 resistor is then equal to i2R = (21/15)210 = 19.6 W. 
For maximum power transfer, the load resistor should be changed to 5 f2. This would 
give i2R = (21/10)25 = 22.05 W. 

It is interesting to note that the power delivered to the 10 f2 resistor is not much less 
than the maximum, even though the resistance is far from being a matched resistance. 
The efficiency, though, has increased from 50% for the matched case to 66.7% for the 
l0 f2 load. This is fortunate for it means that to get almost the maximum power, loads 
need not be exactly matched. They need be only approximately equal to this value. 
Even a substantial mismatch, which can significantly increase the efficiency, can still 
produce almost maximum power. II 

1.7 M E S H  O R  L O O P  E Q U A T I O N S  

When circuits become more complicated, the previous methods of solution--superposi- 
tion and Thevenin'smmight not be adequate. Two powerful techniquesmmesh analysis 
and node analysis~which are based on Kirchhoff's laws, can be used to solve circuits 
of any complexity. These two methods lead to a set of linear simultaneous equations 
with branch currents or node voltages as the unknowns. Rarely will we try to solve 
more than three or four simultaneous equations by hand or with the help of a calcu- 
lator. Fortunately, a general-purpose computer program, known as SPICE (Simulation 
Program with Integrated Circuit Emphasis) is readily available to help with real com- 
plicated networks. For our purposes, we will confine ourselves to circuits with two or 
three unknowns which we can readily solve. 

Let us first define some terms. A node is a junction of three or more wires. A branch 
is any type of connection between two nodes. Without going into esoteric aspects of 
circuit topology, we can simply state at this time that the number of unknowns in a 
circuit is given by b - n + 1, where b is the number of branches and n is the number 
of nodes in a circuit. Figure 1.23 shows a circuit with three branches and two nodes. 
Hence, the number of unknowns is 2. In the mesh method, the unknowns are the mesh 
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v T 

FIGURE 1.23 A two-window circuit with the mesh currents shown. The current through R 1 is to be 
found using mesh analysis. 

or loop currents il and i2, which are assumed to flow only around the perimeter of the 
loop. We will use Kirchhoff's voltage law (1.10) to write two loop equations for the 
two unknown loop currents il and ie. Thus 

Loopl : V -- R l i l -  Rli2 (1.43) 

Loop2 : 0 - -  -Rl i l  + (R1 -k- R2)i2 

where the voltage rises (sources) are on the left side and the voltage drops on the fight 
side of each equation. Solving for the unknowns, we obtain 

V(R1 + R2) V 
il = and i2 -- (1.44) 

R1R2 R2 

Should it turn out that one or both of the unknown currents in (1.44) have a negative sign, 
it merely means that the actual direction of the mesh currents in Fig. 1.23 is opposite 
to that assumed. The actual current through the voltage source is therefore il in the 
direction shown, and the actual current through R2 is i2 also in the direction shown, but 
the current through R1 is a combination of the two loop currents 

i R l  - -  i l  - i 2  - -  V + R2 R1 (1.45) 

The current through R1 thus flows in the direction of the loop current i l. (The nature 
of this particular circuit is such that i 1 is always larger than i2. Why? Another check for 
this particular circuit comes from the fact that the voltage across R1 and R2 is always 
V, giving V/R1 and V/R2 as the currents through R1 and R2, respectively.) 

Mesh analysis is a powerful as well as a general method for solving for the unknown 
currents and voltages in any circuit. Once the loop currents are found, the problem is 
solved, as then any current in the circuit can be determined from the loop currents. One 
simplification should now be pointed out: instead of using the b - n + 1 formula we can 
simply count the number of windows in a circuit to determine the number of unknowns. 
The circuit in Fig. 1.23 has two windows, and thus two unknowns. Clearly each window 
is associated with a loop or mesh current. 

Summarizing, we can give a series of steps that will simplify mesh analysis of a 
circuit with simple sources: 

(1) Replace all current sources by voltage sources. 
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(2) Count the windows in the circuit and place a clockwise loop current in each win- 
dow. The number of unknown currents is equal to the number of windows. 

(3) Apply Kirchhoff's voltage law to each loop or mesh and write the loop equations. 
Place all source voltages in a loop on the left side of the equation and all voltage 
drops on the right side. To help avoid mistakes, put voltage drop polarity marks 
on each resistor (positive where the loop current enters the resistor). 

(4) You should now have a set of equations neatly arranged and ready to be solved 
for the mesh currents i 1, i2, i3 . . . . .  The solution will usually be carried out using 
determinants and Cramer's rule (detailed below), which is the standard method 
when solving simultaneous, linear equations. Even though the direction of the 
mesh currents is arbitrary, using only a clockwise direction, will result in a matrix 
which is symmetric, with positive diagonal terms and negative off-diagonal terms, 
which is nice when checking for errors. Furthermore, a diagonal term in the 
resistance matrix is the sum of all resistances in the respective mesh, and an off- 
diagonal term is the common resistance of two adjacent loop currents. 

Node analysis is an alternative method which uses Kirchhoff's current law to sum 
currents at each node, which leads to a set of equations in which the voltages at each 
node are the unknowns. Since mesh or nodal analysis can be used to find unknowns in 
a circuit, we will not develop node analysis any further. 

The following example demonstrates mesh analysis in detail. 

EXAMPLE 1.9 Find the current in and the voltage across R2 in the circuit shown in 
Fig. 1.24. The circuit has five branches and three nodes, implying that three independent 
mesh equations are needed to determine all branch currents and voltages of the circuit. 
Or we can conclude the same by simply noting that the circuit has three windows. 

As the loop currents and the resulting polarities on each resistor are already indicated, 
we can proceed to writing the loop equations. Beginning with the first loop and followed 

R l = lf2 V, = 2V 
+~/V~ - +11 " 

- -  < 

l - - I V  .2_ = 2  

~/~+ 

+ R 5 = 5f~ 

. 4o Iv ~V ~+ I 3 3V 

: R 3 =  3f~ 

FIGURE 1.24 A three-window circuit with the loop currents sketched for each window. 
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by the second and third, 

Wl 

-V2 

-V3 

- -  (R1 + R2 + R s ) i l  - R2i2 - R5i3 

- -  - R 2 i l  -k- (R2 -+- R3)i2 - 0 i 3  

- -  - R 5 i l  - 0 i 2  -+- (R4 -k- R5)i3 

Rewriting in matrix form, we can readily spot errors as the resistance matrix must be 
symmetric with positive diagonal and negative off-diagonal terms: 

[ vll [ R+R2+R3  R2 lEilj 
-V2 = -R2  (R2 + R3) 0 i2 

V3 -R5  0 (R4 -k- R5) i3 

Notice how nicely that checks. Furthermore, the first diagonal term represents the sum 
of all resistances in loop 1, the second diagonal in loop 2, and the third diagonal in loop 
3, another helpful check. Substituting the values of the resistances and voltage sources 
into the matrix, we obtain 

[ iI E 8 2 5][/11 - 2  = - 2  5 0 i2 
3 - 5  0 9 i3 

The three simultaneous equations for the unknown currents can be solved using the de- 
terminant method. The solution for il is obtained by first substituting the source column 
for the first column in the resistance matrix and dividing the resulting determinant by 
the determinant of the resistance matrix--this procedure is usually known as C r a m e r ' s  

rule .  

1 - 2  - 5  
- 2  5 0 
- 3  0 9 - 6 6  

il = = -- -0 .33 A 
8 - 2  - 5  

- 2  5 0 
- 5  0 9 

199 

where the determinants were evaluated by expanding in terms of their minors. Thus, the 
mesh current il equals 0.33 A and is flowing in a direction opposite to that indicated in 
Fig. 1.24. 

Mesh current i2 is obtained similarly by first substituting the second column with 
the source column and evaluating the resultant ratio of determinants. After performing 
these operation we obtain i2 = -0 .53 A. Again, the second mesh current is opposite in 
direction to that assumed in Fig. 1.24. 

The current through resistor R2 can now be obtained as 

iR2 = il -- i2 -- (--0.33) -- (--0.53) -- 0.20 A 
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and is flowing from top to bottom through resistor R2. The voltage across R2 is given 
by 

VR 2 = i R2 R2 = 0 . 2 0 . 2  = 0.40 V 

and has a polarity that makes the top of resistor R2 positive. II 

1.8 TRANSIENTS AND TIME CONSTANTS IN RC AND 
RL CIRCUITS 

A circuit that consists of resistors and capacitors is referred to as an RC circuit.  How- 
ever, most of the time when we speak of an RC circuit we mean a simple circuit with a 
single resistor and a single capacitor. 

Except for a brief introduction to sinusoidal time variation when studying the charac- 
teristics of capacitors and inductors, we have only considered DC voltages and currents. 
This is not too surprising as the circuits thus far considered were driven by voltage 
sources such as batteries that produced constant outputs. But what happens during a 
brief time interval when a battery is switched into a circuit and before the circuit settles 
down to its steady state? During this time interval the circuit is said to be in the transient 
state. It is of great physical significance to be able to characterize a circuit during this 
time interval as it will show us, for example, how a capacitor charges when a RC circuit 
is connected to a battery or how a current builds up in an inductor when a RL circuit is 
connected to a battery, or how circuits respond to a battery that is repeatedly switched 
on and off, simulating a square wave. 

1 .8 .1  R C  C i r c u i t s  

The circuit in Fig. 1.25a can charge a capacitor when the switch is in position 1, and 
discharge the capacitor in position 2. Resistor R must be included in this circuit as it 
is either part of the battery or part of a capacitor which is not ideal but is lossy, or is 
simply an external resistor that is added to the circuit to control the charging rate. With 
the switch thrown to position 1, at time t - 0, the voltage equation around the loop can 
be written as 

l f0' q -- Ri + i(o-) do- V - - R i + ~  (1.46) 

where it was assumed that the capacitor was initially uncharged, that is, ~ f o  i do- = 
0. As the battery voltage V is a constant, we can differentiate the above equation and 
obtain a simpler equation and its solution as 

di i 
t = 0 where i = Ae - t /Rc  (1.47) 

dt RC 
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F I G U R E  1.25 (a) A circuit that charges the capacitor to battery voltage V when the switch is in position 1 
and discharges the capacitor when in position 2. (b) Charging current and (c) charging voltage. (d) Discharge 
circuit with (e) discharge current and (f) discharge voltage. 

where A is an unknown constant, which must be determined from initial condi t ions 

of the circuit. We have learned that a capacitor has inertia for voltage, which means 
that if the capacitor voltage before throwing the switch was zero, the capacitor voltage 
immediately after the switch is thrown must remain zero, i.e., 

v c ( t  - 0 - )  = v c ( t  - 0 +) - 0 (1.48) 

where the 0 -  and 0 + imply a time just before and just after the switch is thrown. Since 
no voltage exists across the capacitor after the switch is thrown to position 1, we con- 
clude that the current at that instant is given by V / R .  Therefore, using (1.47), we can 
say that initial current is 

i ( t  = O )  = Ae  - ~  V (1.49) 
R 

With constant A determined, we can now express the current for any time t > 0 as 

V -t /RC 
i ( t )  ----- - - e  (1.50) 

R 

The current decreases as the capacitor charges which increases the capacitor voltage 
from initially zero volts to 

vc  = ~ = C i d t  C R (1.51) 
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When the capacitor voltage vc reaches the battery voltage V, the current ceases and the 
capacitor is said to be fully charged. This will occur as t --+ cx~ (or after a time t >> RC 
has elapsed, where R C is the time constant of the circuit). The current and capacitor 
voltage are sketched in Figs. 1.25b and c, respectively. 17 The voltage across the resistor, 
UR - -  Ri,  follows the shape of the current curve. 

Discharge of the capacitor will be effected when the switch is thrown to position 2; 
the battery is then disconnected and a short placed across the RC combination as shown 
in Fig. 1.25d. The equation describing this state is given by (1.47), with constant A 
determined again by (1.48), except that now initial conditions are vc(0-)  = vc(0 +) = 
V. We are assuming that the capacitor was fully charged before the switch was thrown 

to position 2, i.e., vc - -~ f o  i dt  -- V. The charged capacitor is now the source 
for the current, which initially is given by i = - V / R  and now flows in the opposite 
direction. The discharge current for t > 0 is therefore given by i = - ( V / R ) e  -t /Icc 
and is sketched in Fig. 1.25e. The capacitor voltage during discharge is 

lfo' -- --  i d t  = g + ~ i d t  vc(t) - C 

1 fot V e _ t / R C  dt  = Ve - t /RC 
= V C R 

(1.52) 

and is sketched in Fig. 1.25 f .  During discharge, the charged capacitor acts as the source 
for current i as well as the resultant i2 R losses in the resistor. The difference between 
a battery and a charged capacitor as a source is that a battery can sustain a constant 
current whereas a charged capacitor cannot. As the capacitor discharges, the current 
decreases exponentially because less charge is available subsequently. On the other 
hand, a battery, due to its chemistry, has a specified voltage which produces a current 
dependent on the load and, because it has a reservoir of chemical energy, can maintain 
that current. Only when the stored chemical energy is nearly depleted does the current 
begin to decrease (and soon thereafter we pronounce the battery to be dead). 

If we throw the switch before the capacitor is fully charged, then the initial voltage 
when discharge begins will be the voltage vc(0-)  that existed on the capacitor before 
the switch was thrown to position 2. For this situation, (1.52) would become 

lfot vc(t) = vc(0-)  + ~ i dt  -- vc (O- )e  - t /RC (1.53) 

which reduces to (1.52) for the case when the capacitor is fully charged (vc(0-)  = V) at 
the time the switch is thrown to state 2. One can observe that (1.53) is therefore a more 
general expression than (1.52). It is hoped that no confusion arises because there are 
two sets of 0-  and 0 +, one for the first transient when the switch is thrown to position 
1, and one for the second transient when the switch is thrown to position 2. 

17Altematively, in place of (1.46), we could have written V = R i  + v C = R C  d v c / d t  + v c ,  which when 
solved would give ( 1.51). 
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1.8.2 Time Constant 

A time constant  r is associated with an exponential process such as e - t / r  It is defined 
as the time that it takes for the process to decrease to 1/e or 37% of its initial value 

(1/e = 1/2.71 = 0.37). Hence, when the process is 63% complete a time t = r has 
elapsed. Time constants provide us with a convenient measure of the speed with which 

transients in circuits occur. By the time 1 r, 2r, 3r, 4r,  and 5r have elapsed, 37%, 13%, 
5%, 1.8%, and 0.67% of the transient remain to be completed. We can then state that for 
most practical purposes a transient will be completed at the end of five time constants, as 
only two-thirds of 1% of the original transient then remains. Consequently a knowledge 
of the time constant allows us to estimate rapidly the length of time that a transient will 
require for completion. 

Referring to (1.50), we see that in a capacitor-charging circuit, the current will have 
decayed to 1/e or to 37% of its initial value in a time of t = R C .  Hence, the time 
constant r for an RC circuit is R C. We could have also examined voltage and come 

to the same conclusion. For example, using (1.51), which gives the capacitor voltage, 
we conclude that the time that it takes to charge an initially uncharged capacitor to 63% 
(1 - 1/e = 1 - 1/2.71 - 0.63) of the battery voltage V is the time constant r. 

We can now make an important observation: the time constant is a characteristic of 
a circuit. Therefore, in an RC circuit, the time constant r -- R C is the same for charge 
or d ischarge~which can be easily seen by looking at the charging voltage (1.51) and 
comparing it to the discharge voltage (1.52). 

There is another aspect of time constants that should be understood. We observe 
that a transient would be complete in the time of one time constant z if the current in 

Fig. 1.25b were to decrease at the same slope that it began. We can differentiate (1.50), 
evaluate it at t = 0, and obtain d i / d t  = - i ( 0 ) / r .  This gives us the slope of a straight 
line, which if it starts at i(0) = V / R ,  intersects the t-axis at r = R C .  This curve is 
shown as a dashed line in Fig. 1.25b. In summary, we can state the following: The time 
constant is the time in which the current in the circuit would reach its final value if it 

continued to change at the rate at which it initially started to change. 

1.8.3 RL Circuits 

Figure 1.26a shows an RL circuit to which a battery is connected at t = 0. Using 
Kirchhoff's voltage law, we obtain for t > 0 

di  
V = VL + VR = L m -t- R i  (1.54) 

d t  

Rearranging the above differential equation in the form of ( d / d t ) i  + ( R / L ) i  = V / L ,  

we can obtain the particular and general solution for current i by inspection as 

i - -  A e  - t / ( L / R )  t V R (1.55) 

The unknown constant A can be determined from the initial condition of the circuit, 
which is assumed to be that no current flowed in R or L before the switch was closed, 
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F I G U R E  1.26 (a) A battery connected to an RL circuit and the (b) resultant current and (c) inductor 
voltage. 

that is, 
V 

i lt=0 = 0 = A -q- - -  (1.56) 
R 

With A determined, we can now give the complete current for time t > 0 as 

V - t / r  
i ( t )  - -  ~-(1 - e ) (1.57) 

where the time constant for an RL circuit is equal to r = L / R .  The current response 
is plotted in Fig. 1.26b. The voltage response across the inductor is also given in 
Fig. 1.26c. It shows that all of the battery voltage is developed across the inductance at 
t -- 0 and that for t > 0, VL decays to zero as the transient dies out and the inductor 
begins to act as a short circuit. 

We can now observe that when closing the switch in an inductive circuit, the current 
changes first rapidly and then more gradually. If the current did not taper off, but con- 
tinued to change at the initial rate, it would complete the entire change in a time equal 
to the time constant of the circuit. 

EXAMPLE 1.10 Figure 1.27a shows an inductive circuit. Before the switch is closed 
it is assumed that the circuit was in this state for a long time and all transients have died 
down, so the current through the battery and the inductor is i ( 0 - )  = 10/(20 + 30) -: 
0.20 A. At time t = 0 the switch is closed. As the inductor has inertia for current, we 
can state that iL(0-)  = iL(0) = iL(0 +) = 0.20 A. It is desired to find the current iL 
through the inductor for t > 0. In addition to the battery, the inductor becomes a source 
during the duration of the transient. It has energy stored in the form of �89 at tht; 
time the switch is closed. As the current iL for t > 0 is desired, let us replace the circuit 
to the left of the inductor by Thevenin's equivalent. To do so we first remove L and find 
the open-circuit voltage which is the Thevenin's voltage, i.e., 

40 
Voc - -  Vth - -  10 V ~  - -  6.7 V 

20 + 40 

Thevenin's resistance is obtained after replacing the battery by a short as 

2 0 . 4 0  
Rth = 30 + = 43.3 f2 

20 + 40 
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FIGURE 1.27 (a) A transient is created in an inductive circuit by closing the switch at time t = 0. (b) 
Thevenin's equivalent. (c) Inductor current after closing the switch. 

The equivalent circuit valid for t > 0 is shown in Fig. 1.27b. The time constant is 

r = L / R  --- 4 /43 .3  = 0.09 s. After the transient dies down, iL settles down to 
iL(oO) = 6 .7/43.3  -- 0.15 A. Therefore, at the time the switch is closed the inductor 

current is 0.20 A, decaying exponentially after that and settling down to its final value 

of 0.15 A. Putting this in equation form, we obtain for t > 0 

iL(t) -- iL(OO) + (iL(0 +) - - iL(OO))e - t / r  

= 0.15 + (0.20 -- 0.15)e - t / ~ 1 7 6  

= 0.15 + O.05e -t/O'09 

which is the desired answer and is plotted in Fig. 1.27c. II 

1.9 SUMMARY 

�9 In this chapter we developed the basics of circuit theory which are necessary for 

the study of electronics. We defined the circuit elements by their relationship to 

current and voltage, which restated is 

R 

L ---.gA_L--- 

v = R i  i - G v  

1 f, dv  --  i d t  i - C ~  
V = C  ~ dt  

di i -  1 f t _~  v dt  v =  Ld--; 

�9 We then classified R as an energy-converting device (electrical power i2R to 
heat), and L and C as energy storage devices (WL -- �89 Li  2 and wc -- 1Cv2).  

�9 Kirchhoff 's  laws were introduced, which enabled us to analyze circuits, and solve 

for currents and voltages anywhere in the circuit. 

�9 Thevenin 's  equivalent circuit, when combined with the max imum power transfer 
condition, allowed us to view any two-terminal circuit as a practical source. This 
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has considerable implications when studying amplifiers, allowing us to view an 
amplifier at the output terminals as a practical source. 

�9 For maximum power transfer to a load, the amplifier and load should be matched, 
i.e., the output resistance of the amplifier should be as close as possible to that of 
the load. 

The study of electronics will be based on these ideas, which will be developed in 
greater detail in the following chapters. 

Prob lems  

1. Check the dimensional correctness of 

W-f Fdl and v - - f  Edl 
2. A battery of 5 V is connected to two parallel copper plates which are separated 

by 1 mm. Find the force F in newtons that exists on an electron placed between 
the plates. Mass of an electron is 9.11 �9 10 -31 kg. 

3. How long would it take for an electron that is placed in the center between two 
parallel plates and then set free to arrive at one of the plates? The plates are 
separated by 10 cm and a battery of 12 V is connected to them. 
Ans: 6 .9 .10  -8 s. 

4. List the three alternative forms of Ohm's law. 
5. List the three alternative forms of the power expression. 
6. A wire of resistance 4 ~ carries a current of 1.5 A. What is the voltage (potential 

drop) across the wire? 
Ans: 6 V. 

7. A nichrome wire has a radius of 0.65 mm. Nichrome has a resistivity of 10 -6 f2- 
m. What length of wire is needed to obtain a resistance of 4 f2? 

8. A main reason that copper is used in household and commercial wiring is its low 
resistivity, which gives copper wires a low resistance. Determine the resistance 
per unit length of gauge No. 14 copper wire. 
Ans: Rig. = p / A  = 8.17. 10 -3 f2/m. Note (gauge number,  diameter in mm, 
area in mm2): (4, 5.189, 21.18), (6, 4.116, 13.30), (8, 3.264, 8.366), (10, 2.588, 
5.261), (12, 2.053, 3.309), (14, 1.628, 2.081), (16, 1.291, 1.309), (18, 1.024, 
0.8231), (20, 0.8118, 0.5176), (22, 0.6439, 0.3256). 

9. A generator is delivering 300 A at a potential difference of 220 V. What power is 
it delivering? 
Ans: 66 kilowatts (kW). 

10. A 10 f2 resistor carries a current of 5 A. Find the power dissipated in this resistor. 
11. For Problem 10 (above), find the power dissipated in the resistor by using the 

expression P = V2/R. 
12. A resistor of resistance 5 ~ carries a current of 4 A for 10 s. Calculate the heat 

that is produced by the resistor. 
Ans: 800 J. 
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13. One kilowatt is equivalent to 1.341 horsepower (hp) or 0.948 British thermal units 
(Btu) per second or 239 calories per second. Find the electrical equivalents of 1 
hp, 1 Btu/s, and 1 cal/s. 

14. One joule, one newton-meter (N-m), or 1 watt-second (W-s) is equivalent to 0.738 
foot-pounds (ft.-lb.). Find the equivalent of 1 kilowatt-hour (kWh) in ft.-lb. 
Ans: 2.66.106 ft-lb. 

15. An electric water heater, designed to operate at 110 V, has a resistance of 15 ~2. 
How long will it take to raise the temperature of a 250 g cup of water from 10~ to 
100~ The specific heat of water is 1 cal/g/~ Also, 1 W-s = 0.239 cal. Neglect 
the specific heat of the cup itself. 

16. An electric heater is added to a room. If the heater has an internal resistance 
of 10 ~ and if energy costs 8 cents per kilowatt-hour, how much will it cost to 
continuously run the heater per 30-day month? Assume the voltage is 120 V. 
Ans: $82.94. 

17. Using Kirchhoff's voltage law and Fig. 1.3, find the voltage across R1 if the bat- 
tery voltage is 12 V and VR2 = 9 V. 

18. Using Kirchhoff's current law and Fig. 1.3, find the current through R1 if the 
battery current is 1 A and I R2 = 0.5 A. 
Ans: 0.5 A. 

19. (a) A DC battery of 120 V is connected across a resistor of 10 f2. How much 
energy is dissipated in the resistor in 5 s? 

(b) An AC source which produces a peak voltage of 169.7 V is connected across 
a resistor of 10 f2. How much energy is dissipated in the resistor in 5 s? 

20. If in Problem 19 the answers to (a) and (b) are the same, what conclusions can 
one draw? 

21. In the circuit of Fig. 1.4a, the voltage v is given by v(t) = Vp cos 10t. 

(a) Find the instantaneous and average power in resistor R. 
(b) From the expression for instantaneous power, what can you say about the 

direction of power flow in the circuit of Fig. 1.4a ? 
Ans: p ( t ) -  V2p cos 2 lOt/R, Pave-  V2/R. 

22. (a) Find the separation between the plates of a mica-filled, parallel-plate capaci- 
tor if it is to have a capacitance of 0.05 #F and a plate area of 100 cm 2. 

(b) Can this capacitor operate at a voltage of 100 VDr ? 
(c) What is the maximum voltage at which this capacitor can be used? 

23. A rectangular, 20 mA current pulse of 3 ms duration is applied to a 5 #F capacitor 
( i - 0 ,  t < 0 ; i - 2 0 m A ,  0 < t < 3 m s ; i - 0 ,  t > 3ms).  Find the resultant 
capacitor voltage v. Assume the capacitor is uncharged for t < 0. 
A n s : v - O , t  < 0 ; v - 4 . 1 0 3 t ,  0 < t < 3 m s ; v - 1 2 V ,  t > 3 m s .  

24. Find the maximum energy stored in the capacitor C in Fig. 1.5a. Assume the 
applied voltage is 200 sin 27rt, and C -- 5 #F. 

25. A rectangular, 2 V voltage pulse of 3 ms duration is applied to a 2 mH inductor 
( v - 0 ,  t < 0"v = 2V,  0_< t _< 3 m s ; v - 0 ,  t > 3ms).  Find the resultant 
inductor current i. Assume initial current is zero for t < 0. 
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A n s : i = O , t  < 0 ; i - 1 0 3 t , 0 < t < 3 m s ; i - 3 A ,  t > 3 m s .  
26. A standard D cell flashlight battery is connected to a load of 3 f2. After 6 hr 

of intermittent use the load voltage drops from an initial 1.5 V to a final useful 
voltage of 0.9 V. 

(a) Calculate the internal resistance of the battery at the load voltage of 0.9 V. 
(b) Calculate the average value of voltage V during the useful life of the battery. 
(c) Calculate the average value of current I during the useful life of the battery. 

27. For the above problem: 

(a) Calculate the average power supplied by the D cell. 
(b) Calculate the energy supplied in watt-hours. 
(c) If the purchase price of the battery is $1.20, calculate the cost of the battery in 

cents/kilowatt-hour (~/kW-h). Compare this cost with that of electric utilities, 
which typically sell electric energy for 8 ~r 
Ans: (a) 0.48 W, (b) 2.88 W-h, (c) 41,667 ~/kW-h (energy supplied by the 
battery is 5208 times as expensive as that supplied by a typical utility). 

28. A source is represented by a black box with two wires. If the open-circuit voltage 
at the two wires is 6 V and the short-circuit current flowing in the wires when they 
are connected to each other is 2 A, represent the black box by a practical voltage 
source; that is, find Vs and Ri in Fig. 1.12a. 

29. A source is represented by a black box with two wires. If the open-circuit voltage 
at the two wires is 6 V and the short-circuit current flowing in the wires when they 
are connected to each other is 2 A, represent the black box by a practical current 
source; that is, find is and Ri in Fig. 1.12d. 
Ans: 2 A, 3 f2. 

30. Three resistors (1 f2, 2 f2, 3 ~2) are connected in series across an ideal voltage 
source of 12 V. Find the voltage drop across each resistor. 

31. Three resistors (1 f2, 2 f2, 3 f2) are connected in parallel to an ideal current source 
of 11 A. Find the current in each resistor. 
Ans: 6 A, 3 A, 2 A. 

32. 

+ 10f2 

100f2 lOOOf~ Fig 1.28 

(a) Calculate the battery current in Fig. 1.28. 
(b) Calculate the current through each resistor. 
(c) Calculate the voltage drop across each resistor. 
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33. 

J 3f~ 

4f~ 
6v I Fig 1.29 

(a) Calculate the current in each resistor in Fig. 1.29. 
(b) Calculate the voltage drop across each resistor. 
(c) Calculate the power delivered by the battery. 
Ans: (a) 1.58 A, 0.63 A, 0.32 A. (b) 4.7 V, 1.3 V. (c) 9.47 W. 

34. 

6 | l~ 
3A Fig 1.30 

Use Kirchhoff's laws to write two mesh equations for currents il and i2 in F 1.30 
(see Fig. 1.23). Solve for these currents and then: 

(a) Calculate the current through and the voltage across the 10 ~2 resistor. 
(b) Calculate the current through and the voltage across the 2 S2 resistor. 

35. Repeat Problem 34, that is, determine the unknown currents and voltages in (a) 
and (b), except this time use only superposition to solve for the unknowns. 
Ans: (a) 1 A, 10 V. (b) 2 A, 4 V. 

36. Repeat Problem 34, that is, determine the unknown currents and voltages in (a) 
and (b), except this time use only Thevenin's and Norton's theorems to solve 
for the unknowns. Hint: replace the circuit to the right of the 2 f2 resistor by 
Thevenin's equivalent, or replace the circuit to the left of the 10 f2 resistor by 
Norton's equivalent. 

37. 

ao ~A~ 

bo 

+1' 
1v 

lf~ lf~ 1A Fig 1.31 

Find Thevenin's equivalent at the terminals a-b for the circuit shown in Fig. 1.31. 
Ans: Rth = 1.5 ~, Vth = 1 V. 

38. If a resistor is connected to terminals a-b of the circuit shown in Fig. 1.31, what 
value should it have for maximum power transfer to it? What is the maximum 
power? 
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39. 

40. 

x 

J 10f~ 20f~ 

12VI 40~ 30f~ 1A Fig 1.32 

y 

Find the Thevenin's equivalent of the circuit shown in Fig. 1.32 as viewed from 
the terminals x-y.  

Ans: 12.414 V, 6.896 f2? 

tV~ o 
I+ 10o 5_+ a 

6V 12V 

R E 

15f2 25f2 
b 

o 

Fig 1.33 

Resistor RL is connected to the circuit shown at terminals a-b (Fig. 1.33). (a) Find 
the value of RL for maximum power delivery to RE. (b) What is the maximum 
power? (c) What is the power delivered to RL when RL = 10 ~? 

41. Discuss the meaning of matching with respect to power transfer. 
42. In the circuit of Fig. 1.23 use two loop currents to solve for current i R1 but assume 

current i2 has a counterclockwise orientation. 
43. Solve for current i2 in the circuit shown in Fig. 1.24. 

Ans: -0 .532 A. 
44. Solve for current i3 in the circuit shown in Fig. 1.24. 
45. Use the mesh method to solve for current i l in the circuit shown in Fig. 1.24, 

except assume current i3 is counterclockwise. 
46. Use loop equations to solve for the current in resistor R2 of the circuit shown in 

Fig. 1.24. 

Ans: iR5 = il -- i3 -- 0.19 A. 
47. When writing loop equations, is there an advantage to assuming the same orien- 

tation for all loop currents? 
48. Referring to Fig. 1.25d, a 2 #F capacitor is charged to 12 V and then connected 

across a resistor of 100 f2. 

(a) Determine the initial charge on the capacitor. 
(b) Determine the initial current through the 100 ~ resistor. 
(c) Determine the time constant. 

Ans: (a) 2 4 . 1 0  -6 C. (b)0.12 A. (c) 200 #s. 

49. Calculate the charge on the capacitor and the current through the resistor at time 
t = 1 ms for the RC circuit of Problem 48. 

50. Three capacitors are connected in series across a 100 V battery. If the capaci- 
tances are 1/zF, 0.1 #F, and 0.01 #F, respectively, calculate the potential differ- 
ence across each capacitor. 
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Hint: First show that the equivalent capacitance of three capacitors in series is 
1 / Ceq -- 1 / C1 + 1 / C2 + 1 / C3. Use Kirchhoff's law to state that battery voltage 

V --" V l - I - V 2 q - V 3  

- 1 / C l f i d t + l / C z / i d t + l / C 3 f i d t  
f 

= ( l /C1  -k- 1/C2 + 1/C3) I i dt 

= (l/C1 + 1/C2 + 1/C3)Q. 

We can now solve for the charge Q that is deposited on the equivalent capacitor 
Ceq, which is the same charge that also exists on each capacitor. Hence, the 
voltage on each capacitor is V1 - Q/C1, V2 = Q/C2, and V3 - Q/C3. No 
confusion should result because the same charge Q exists on each capacitor: the 
plates of the capacitors in series have opposite charges which cancel each other, 
leaving only the + Q and - Q  on the outer plates. 
Ans: 0.9 V, 9 V, 90 V. 

51. An initially uncharged 2 #F capacitor is connected in series with a 10 kf2 resistor 
and a 12 V battery. 

(a) Find the charge and voltage on the capacitor after a very long time. 
(b) Find the charge and voltage on the capacitor after one time constant. 

52. A 2/zF capacitor is charged to 12 V and then connected across a resistor of 100 f2. 

(a) Determine the initial energy stored in the capacitor. 
(b) Determine the energy stored in the capacitor after two time constants have 

elapsed. 
Ans: (a) 144 #J. (b) 2.64/zJ. 

53. A 1 mH inductor and a 1 kf2 resistor are connected to a 12 V battery for a long 
time. The circuit is similar to that in Fig. 1.26. The battery is suddenly removed 
and a 1 kf2 resistor is substituted. 

(a) Find the initial inductor current i0 at the time of substitution. 
(b) Find the current in the circuit after two time constants have elapsed. 
(c) Find the total heat produced in the resistors when the current in the inductor 

decreases from its initial value i0 to 0. 

54. Calculate the time constant of a circuit of inductance 10 mH and resistance 100 ~. 
Ans: 100 lzs. 

55. Assume the switch in Fig. 1.27a has been closed for a long time so the current 
through the inductor has settled down to iL -- 0.15 A. Suppose the battery is 
suddenly disconnected. (a) Find and sketch the voltage across the 30 f2 resistor. 
(b) What is the time constant? 

56. In the circuit of Fig. 1.27a the switch is closed at time t -- 0. Find the current in 
the switch for t > 0. 
Ans: 0.11-0.018 exp(- t /0 .09)  A. 



CHAPTER 2 

AC Circuits 

2.1 INTRODUCTION 

The previous chapter was concerned primarily with DC circuits. Steady voltages and 
currents are the simplest and widely occurring in circuits. Therefore, a study of elec- 
tronic circuits usually begins with an analysis of DC circuits. In this chapter we will 
continue the study of circuits with the steady-state analysis of AC circuits. 

The simplest and widely occurring time-varying voltages and currents are sinusoidal. 
They alternate direction periodically and are referred to by the universal name of alter- 
nating currents. Even though there is a multitude of other alternating signals, 1 such 
as square wave, sawtooth, triangular, etc., AC is usually reserved for sinusoidally al- 
ternating signals. There is a special characteristic of sinusoids that no other periodic 
waveshape possesses: if a linear circuit is driven by a sinusoidal source, then all re- 
sponses anywhere in the circuit are also sinusoidal. This observation applies only after 
all initial transients have died down and a steady state is reached. It is referred to as 
steady-state AC analysis and is of considerable practical importance. For example, in 
a power utility grid, all voltages and currents vary precisely at 60 Hz (50 Hz in Mex- 
ico and Europe). This variation is so precise that it is used to operate our wall clocks 
throughout the grid. Nonsinusoidal waveshapes that drive circuits produce responses 
that vary substantially--to the point that the response has no resemblance to the source 
variation. It is only the sinusoid that has that special characteristic and which is used 
to develop the phasor method for AC circuit analysis. Hence, a logical next step is the 
study of AC circuits. 

1When convenient, we will use the term signal interchangeably with voltage and current. Obviously in 
the power industry signal is rarely used since a precise distinction between voltage and current needs to be 
made at all times. On the other hand, in the communication industry, where currents are usually in the micro- 
or milliamp range, but voltages can vary anywhere from microvolts at the antenna input to tens of volts at the 
output of an amplifier, the term signal is commonly used and usually denotes a signal voltage. 

49 
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Practical electronic circuits must process a variety of signals, of which the steady and 
sinusoidal are just two. Does this imply that we are going to have an endless procession 
of chapters, one for square-wave, one for exponential, and so on? Fortunately, for 
most practical situations a study of DC and AC circuits will suffice. The reason is 
that many environments such as those in power and in communication operate with 
sinusoidal signals and thus can be modeled as AC circuits. The power utilities, for 
example, put out precise 60 Hz sinusoidal voltages. Narrowband signals used in AM and 
FM broadcasting can be treated as quasi-sinusoidal signals. Even digital communication 
is usually a periodic interruption of a sinusoidal carrier. DC analysis, on the other hand, 
can be used to analyze circuits that are connected to sources that produce a square-wave 
type of signal, by considering the straight-line portions of the square-wave signal as 
DC. Then, by pasting together the DC type responses, an accurate representation of 
the square-wave response can be obtained. The remaining multitude of other signals, 
if not directly amenable to DC or AC analysis, can nevertheless be analyzed by the 
Fourier method, which is a technique that represents an arbitrary periodic signal by 
sinusoidal terms of different frequencies. If the resultant series of sinusoidal terms 
converges quickly, we can again treat the circuit as an AC circuit and obtain the circuit 
response to the arbitrary signal as a sum of responses to the sinusoidal Fourier terms. 
Thus, the sinusoidal signal seems to have a special place among all signals. 

It is hoped that we have established in this brief introduction that a study of AC and 
DC circuits provides us with fundamental tools in circuit analysis that can be used even 
when a circuit is driven by voltages or currents other than DC or AC. 

2.2 S I N U S O I D A L  D R I V I N G  F U N C T I O N S  

If the voltage or current source is sinusoidal, all voltages and currents anywhere in 
the linear circuit will also be sinusoidal. Therefore, if it is desired to know a voltage 
somewhere in the circuit, all that remains to be solved for are the amplitude and phase 
angle of the unknown voltage. For example, say we drive a circuit with 

Vs -" Vs cosogt (2.1) 

where Vs is the source voltage, Vs is the amplitude, and co is the angular frequency of 
the sinusoid. 2 A voltage anywhere in the circuit will look like 

v = V cos(o9t + O) (2.2) 

where the amplitude V and phase 0 must be determined, but where the sinusoid varies 
at an angular frequency co that is already known. For example, Fig. 2.1a shows an 

2As was pointed out in Section 1.4, small-case letters are instantaneous values reserved for time-varying 
voltages and currents, i.e., v = v (t); upper-case letters are for constant values; sub-p in amplitude Vp means 
peak value; and co is the angular frequency in radians per second of the sinusoid. There are 27r radians in one 
complete cycle and it takes time T, called a period, to complete a cycle, i.e., coT = 27r. Since there are 1 /T  
cycles per second, called frequency f ,  we have f = 1 / T = co/2zr cycles per second or hertz (Hz). 
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F I G U R E  2.1 (a) A network with only a few elements shown. (b, c) Voltage v (for which V and co need to 
be determined) and source voltage Vs, plotted versus (b) cot and (c) t. 

arbitrary network, a source voltage Vs, and a voltage v at some place in the circuit. 
Figure 2. l b shows what these voltages look like. Voltage amplitude V and angle 0 need 
to be determined, but Vs and co are known. 

To clarify sinusoidal variations when co is given, we show two plots in Fig. 2.1, one 
versus cot and one versus t. With respect to Vs, voltage v is shifted to the left by 0 
radians (v occurs earlier in time than Vs) and we say that v leads Vs by 0 radians or 
by O/co seconds. Conversely, we can say Vs lags v. Two sinusoids which are leading 
or lagging which respect to each other are said to be out of phase, and when 0 is zero 
they are said to be in phase. Phase-lead and -lag networks are of considerable interest 
in electronics. 

Phasor analysis, the subject of the next section, will teach us to determine V and 0 
in an easy and elegant manner without resorting to differential equation solutions which 
normally are required when solving circuit equations in the time domain. 

2.2.1 Phasor Analysis 

A circuit containing resistors R, capacitors C and inductors L is customarily referred 
to as an RLC circuit. If we consider a simple series RLC circuit, as shown in Fig. 2.2, 



52  Chapter 2 AC Circuits 
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FIGURE 2.2 (a) Current i(t) is to be determined when voltage v(t) drives the series RLC circuit. (b) 
Phase relationship between the voltages V - VR + VL + VC and the current I when the RLC circuit is 
inductive. (c) Phase relationship when the circuit is capacitive. 

which is connected to a t ime-varying voltage source v(t) and want to know what the 

current i (t) in the loop is, we start by applying Kirchhoff 's  voltage law around the loop 

and obtain the following equation: 

if di (t) + i (t) dt (2.3) v(t) = Ri (t) + L dt 

Solving this equation is usually a formidable task. However, for sinusoidally varying 

voltage sources such as v(t) = Vp coswt ,  the problem becomes much simpler as we 

can then apply phasor analysis. The basis of phasor analysis is as follows" 

(1) First, we recognize that we are dealing with a linear problem. 

(2) The above equation is basically a linear differential equation (LDE) with constant 

coefficients. 

(3) Natural solutions to LDEs with constant coefficients are exponentials (because 

differentiating an exponential  yields the same exponential,  whereas differentiat- 

ing a cosine yields a sine). Hence, let us try to represent the source by an expo- 
nential. We can do this by noting that e +jx = cos x 4- j sin x, which is a complex 

number  3 expression and is known as Euler's or as DeMoivre's identity. The use 

3We can represent a point uniquely either by specifying the rectangular coordinates a, b or the polar 
coordinates r, 0. Similarly, for complex numbers, we can state that a + jb = re jO, where r = v/(a 2 + b 2) 
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of the phasor method will thus have a small penalty: all calculations will be in 
terms of complex numbers. 

(4) Let the real source be given by Vp cos cot - R e  Vpe jwt, where Re stands for 
"the real part of" Now, if we only could drop the Re operator we would then 
be representing the actual source by an exponential s o u r c e  Vpe j~ In fact, we 
can do just that. Because the system is linear, we can omit the Re operator, 
obtain the solution to the problem with the exponential source, and convert it to 
the solution for the real source by simply taking the real part of the exponential 
source solution. 

(5) The solution for the current with an exponential source has the form Ie j~~ with I 
as the only unknown. Hence, we have reduced the problem to finding a complex 
number I, which will be referred to from now on as phasor I. 

(6) The problem is essentially solved once we have found phasor I. To convert phasor 
I to real-time current i (t), we simply multiply I by e j~~ and take the real part, 
that is, 

i (t) -- Re le  j~ (2.4) 

For example, if the solution is phasor I - Ipe jO, then 

i (t) - R e  I p e  j o e  jc~ - -  I p  cos(cot + 0) (2.5) 

where Ip is the current amplitude (a real number) and 0 is the phase angle of 
the current with respect to the source voltage. Thus, if we can find Ip and 0 the 
problem is solved. 

Now that we know what the phasor method 4 is, let us use it to find Ip and 0 for 
the circuit in Fig. 2.2a. Substituting Vpe j~ for v(t) and le  j~~ for i(t) in (2.3) and 
performing the indicated differentiation and integration, we obtain 

I 
Vp - R I + jcoLl + jco----~ (2.6) 

after canceling e jc~ from both sides. Factoring out the unknown current I gives 

Z 

I.+j( L ' 
v -  

= ZI  

and 0 = tan -1 b/a.  Hence 1/(a + jb )  = (a - j b ) / ( a  2 + b 2) -- e-JO/ (a2  + b2) 1/2, where a, b, r are real 
numbers, j = 4~S] " , e jJr/2 - j ,  and 1/j  = - j .  

4In general, phasors are complex quantities and as such should be distinguished from real quantities. Most 
books do this either by bolding, starring or underlining phasors. We feel that it is sufficiently obvious when 
phasors are involved so as not to require special notation. 
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where we now identify the quantity in the square brackets as the impedance Z. The 
impedance Z is a complex quantity with a real part which is the resistance R and an 
imaginary part which is called the reactance. When the inductive term coL dominates, 
the reactance is positive, whereas when the capacitive term 1/coC dominates, the reac- 
tance is negative. 

The beauty of the phasor method is that it converts an integro-differential equation 
(2.3) (in the time domain) into a simple algebraic equation (2.7) (in the frequency do- 
main) which is almost trivial to solve for I. Thus, here is the solution for the phasor 
current I: 

I - Vp (2.8) 
R + j (coL - 1/coC) 

or just simply I = Vp/Z.  When working with complex quantities it is best to have 
complex numbers occur only in the numerator. Hence, we multiply the numerator and 
denominator of (2.8) by the complex conjugate of the denominator to obtain 

I = V p [ R  - j (coL - 1 / c o C ) ]  

R 2 q- (coL - 1/coC) 2 (2.9) 

This can be converted to polar form 

I = Vp e -  j arc tan(wL-1/wC)/R (2.10) 
[R 2 + (coL - 1~coG)2]  1/2 

= Ipe-J 0 

which is the solution to the unknown current in phasor form. Now, to obtain the real- 
time solution we multiply by e j~ and take the real part, i.e., i (t) = Re le  jc~ or 

i ( t )  = Vp 
[R2+(coL_ l/coC)2]l/2 cos(cot-arctan(coL-1/coC)/R) (2.11) 

lp cos(cot - 0 )  

The solution to this problem is now completed. The amplitude of the current is thus 
/ H  

and the phase angle is 0 = arctan(coL - 1/coC)/R. Note that the current amplitude and 
phase angle are real quantities. Since the phase angle of the source voltage is taken as 
zero (we began this problem with the source phasor voltage given as V = Vpe jO = Vp) 
and the unknown phasor current was found to be I -- Ipe -jO, we see now that the 
current lags the voltage by 0 degrees. The series RLC circuit is said to be inductive. 

The lead and lag between two phasors 5 is best shown by a vector diagram like the one 
in Fig. 2.2b. The source voltage is represented by a phasor V = Vp, which is horizontal 

5A phasor is a stationary vector, but is derived from a rotating vector. A phasor which is multiplied by 
e jwt r o t a t e s  counterclockwise with time t, because the e jwt t e r m  increases the angle w t  of the phasor with 
time t. The rotation is frozen at t - -  0 ,  which drops the rotation as well as  e jwt f r o m  the picture. 
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FIGURE 2.3 The phasor equivalent circuit of the circuit in Fig. 2.2a. 

in Fig. 2.2b, and the current phasor I = Ipe -jO is shown at a negative angle of 0. 
If, in (2.7), the capacitance C or the frequency co is decreased such that the capacitive 
term becomes larger than the inductive term, the phase angle 0 becomes positive, as the 
current now leads the voltage. The series RLC circuit is now referred to as capacitive 

and the phase diagram for this situation is shown in Fig. 2.2c. 

EXAMPLE 2.1 If the voltage source in Fig. 2.2a is changed to v( t )  = Vp cos(cot +4~), 
find the current i ( t )  in the circuit. 

First, let us convert the circuit to a phasor circuit by substituting impedances for the 
R, L, C elements and by changing the source voltage v( t )  to a phasor voltage, as shown 
in Fig. 2.3. The source phasor voltage is obtained as 

v( t )  - Vp cos(wt + tp) - R e  Vpe j(wt+ck) 

= R e  VpeJCPe jwt : Re Ve jc~ 

where the phasor voltage V is identified as V : Vpe j4~. Solving for the phasor current 
I in the circuit of Fig. 2.3, we obtain 

Vpe jcp 
I =  

R + j (coL - 1/coC) 

which is identical to (2.8) except for the additional e jc~ phase term. Hence the solution 
to the real- time current is also given by (2.11), except for the additional e jcp phase term, 
i.e., repeating the steps that lead from (2.8) to (2.11) gives 

i ( t )  : Ip cos(cot -- 0 + ~) 

Thus, except for the constant phase shift 4), this problem is virtually identical to that of 
Fig. 2.2a. In this problem we started out with the phasor voltage V = Vpe jcp that drives 
the circuit and solved for the phasor current I, which turned out to be I = lpe  - jOe jck. 

The phase diagrams of Figs. 2.2b and c therefore also apply to this problem simply by 
rotating both voltage and current phasors clockwise by q~ degrees. I1 

2.2.2 Impedance and Phasor Relationships for R, L, and C 

We have seen that the relationships v - Ri ,  v = L di  / d t ,  and v - 1 / C  f i d t  for R, 
L, and C in the time domain changed to the phasor relationships V - R I ,  V = j c o L I ,  
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FIGURE 2.4 Impedance Z and current and voltage phasors for R, L, and C. 

and V = I / j w C  in the frequency domain. Fig. 2.4 gives the impedances and shows the 
phase relationships between voltage and current for the three circuit elements. With the 
current assumed as the horizontal reference phasor, we see that the voltage is in phase 
with I for a resistor R, that the voltage leads I by 90 ~ for an inductor, and that the 
voltage lags I by 90 ~ for a capacitor. 

Impedance in AC analysis takes the place of resistance in DC analysis. Hence for 
AC circuits, Ohm's law becomes V -- I Z, except for Z being a complex number. As a 
matter of fact, we can generalize and state that AC circuit analysis is DC analysis with 
complex numbers. 6 This is a powerful statement and means that all the circuit laws 
that were derived in the previous chapter apply equally to AC circuits. The equivalence 
theorem, source transformation, Thevenin's theorem, and loop equations all apply. The 
next example will demonstrate that. 

EXAMPLE 2.2 Find voltage v2(t) when the circuit shown in Fig. 2.5a is driven by a 
voltage source with v = cos 2t. The time-domain circuit is first converted to a pha- 
sor circuit by changing all circuit elements to impedances as shown in Fig. 2.5b. For 
example, the 1 H inductor becomes an element of impedance j w L  = j2 ,  and the ca- 
pacitor tranforms to 1 / jwC = 1 / j  = - j ,  where o9 is given as 2 rad/s. The phasor 
source voltage is obtained from v = 1 cos 2t = Re l e j2t and is V = l e jO -- 1. The 

output voltage is given by v2 = 2i2. Hence we solve for i2 first. Basically the circuit in 
Fig. 2.5b is like a DC circuit and we proceed to solve for the unknowns on that basis. 

6Strictly speaking this is true only for AC steady state, meaning that all transients have died down. For 
example, when a sinusoidal source is switched into a circuit, it could create a brief transient in addition to the 
forced response. AC steady state refers to the time when all transients have died down and only the response 
to the sinusoidal driving function remains. 
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FIGURE 2.5 (a) A two-mesh circuit in the time domain, and (b) the equivalent phasor circuit in the 
frequency domain. (c) A phasor diagram for the circuit, showing it to be a phase-lag network. (d) A real-time 
sketch of input and output voltages. 

Writing the mesh equations for 11 and 12, we obtain 

1 - -  j l l l  + j l I 2  

0 -- j l l l  + (2-  j l ) I2  

These two simultaneous equations in two unknowns are easily solved for 12, thus 

- J  _ ~/2e-J3rr/4 
12-- 2 + j 2 - -  4 

The phasor diagram in Fig. 2.5c shows that 12 lags the source voltage V by 135 ~ and 
has a magnitude of x/2/4. Voltage V2 is simply obtained by multiplying 12 by the 
resistance of the 2 ~2 resistor, i.e., V2 = w/2/2e -j37r/4. The real-time voltage can now 
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be obtained by multiplying by e jwt and taking the real part, that is, 

v 2 ( t )  - -  Re V2 ejzt = Re ~ e  j(zt-3rr/4) 
2 

--- ~ cos(2t - 3re/4) 
2 

A sketch of the real-time voltage and current is shown in Fig. 2.5d. Hence, a 1 V 
sinusoidal source voltage produces a 0.7 V output voltage that lags the input voltage by 
135 ~ . 

The phasor currents in Fig. 2.5c were sketched without performing any additional 
calculations. After finding I2 and after sketching the three phasor voltages (which close 
upon themselves--see (1.10)), we observe that phasors I1 and VL must be orthogonal 
(inductor current lags inductor voltage by 90~ Furthermore, capacitor voltage V2 lags 
capacitor current Ic by 90~ hence we can sketch Ic at fight angles to V2. The fact that 
phasor diagram currents at a node must close on themselves (current summation at the 
top node: I1 = 12 + Ic, see (1.11)) allows us to complete the sketch for the currents. 
Figure 2.5c shows that voltage and current in the 2 f2 resistor are in phase and that 
magnitude V2 is twice as large as magnitude 12. 1 

2.2.3 Admittance 

In addition to impedance we often use admittance Y, which is defined as the recipro- 
cal of impedance, i.e., Y - 1/Z. The advantage is that circuit elements connected in 
parallel have an admittance which is the sum of the admittances of the individual cir- 
cuit elements. Thus, if we take a resistor, an inductor, and a capacitor and instead of 
connecting them in series as shown in Fig. 2.3, we connect them in parallel, we obtain 

Y = 1 / R +  1 / joJL+jwC (2.12) 

= 1 / R + j ( w C - 1 / c o L )  

= G + j B  

for the admittance, where we refer to G as conductance and to B as susceptance. A 
capacitive circuit for which coC > 1/coL has a positive susceptance, but when 1/wL is 
larger than coC the susceptance is negative and the circuit is said to be inductive. 

Expressing impedance Z - R + j X in terms of admittance Y = G + j B, we obtain 

1 1 G - j B  
Z - -- - = (2.13) 

Y G + j B  G 2 + B  2 

showing that negative susceptance corresponds to positive reactance, as expected. 

2.3 HIGH-PASS AND LOW-PASS FILTERS 

Since the impedance of inductors and capacitors depends on frequency, these elements 
are basic components in networks that are frequency sensitive and frequency selective. 
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We will now consider  some of ten-used but s imple two-e lement  filters: the RC and RL 

filters. Even though RL filters can per form the same filtering action as RC filters, in 

pract ice the RC filter is preferred as inductors  can be heavy, bulky, and costly. 

2.3.1 RC Filters 

An RC filter with input and output  voltages is shown in Fig. 2.6a. According  to Kirch- 

hoff ' s  laws the sum of  voltages around the loop must  be equal  to zero, or Vi = I R 4- Vo. 
But Vo - I Z c  = I / jogC,  which gives for the vol tage gain 7 of  the filter 

Vo I / jogC V i / (R  + 1/jogC)jogC 
m = = ( 2 . 1 4 )  
Vi Vi Vi 

1 1 - j o g R C  

1 -I- jogRC 1 -+- (ogRC) 2 

1 - j  arctan wRC 
e 

V/1 q- (ogRC) 2 

1 -jO 
--" e 

x/1 + (~o/~oo) 2 

where  o90 = 1 / R C  and is usual ly referred to as the corner, cutoff, or half-power fre- 

quency. 8 The  magni tude  IV o~ Vii = 1/v/1 + (o9/o9o) 2 and the phase  0 = tan -1 ogRC = 
tan -1 o9/o90 are plot ted in Figs. 2.6b and c. F rom the magni tude  plot  we conclude  that 

this is a low-pass  filter and f rom the phase plot we conclude  that it is a phase- lag  net- 

work. At the c o m e r  f requency (also known as the 3 decibel  (dB) 9 f requency)  the output  

vol tage is down by ~/2 and the output  phase  lags the input phase by 45 ~ 

a b c L? 
R I vo / Vii 0 o 

O 
1 

V i C Vo 0.707 0 

~to 45 ~ ~ 
o, o to o 90o, 

F 

~ V  ! 

~ t o  

FIGURE 2.6 (a) An RC low-pass filter. (b) The magnitude plot of an RC low-pass filter on log-log paper. 
(c) The phase plot shows it to be a phase-lag network. 

7We will use the term voltage gain for the ratio VO/Vi, even though for the passive filter considered here 
it would be more appropriate to say voltage loss. However, in electronics, VO/Vi is usually referred as gain 
and sometimes as a transfer function. 

8At 09 = 090 = 1/RC the voltage amplitude is 1/~/2 of its maximum magnitude. Since power is pro- 
portional to voltage squared, the power at w 0 is 1/2 of its maximum power. Hence, the name half-power 
frequency. Strictly speaking, the half-power frequency is f0 which is related to w0 by f0 = a~0/2zr. 

9power gain in terms of dB or decibel is defined as 101ogl0 Ieo/Pil, where Po is power out and Pi is 
power in, or in terms of voltage as 20 lOgl0 I VO/Vi I. 
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C "' g o  

tl o IVo/V,I o 

+ + 1 . . . . . . .  90 ~ - --~ 
V i I ~  R V o 0.707 

45 ~ 
| 

o ,  o I % ~o~ ol go ~ ~ c o  

F I G U R E  2.7 (a) An RC high-pass filter. (b) The magnitude plot of an RC high-pass filter on log-log 
paper. (c) The phase plot shows it to be a phase-lead network. 

If we examine the equations and figures in more detail we find that at low frequencies 
the current is limited to small values by the high impedance of the capacitor. Hence, 
the voltage drop across R is small and most of the V/ voltage appears across the Vo 

terminals. But at high frequencies, most of the Vi is dropped across R because the 
impedance Z c  = 1/jcoC of C becomes small, practically short-circuiting the output. 
Hence Vo drops off sharply at high frequencies. The transition frequency between the 
band of frequencies when Vo ~ ~ and when Vo becomes negligible can be considered 
to be the half-power frequency f0. Therefore, f0 is useful in identifying the boundary 
between these two regions. We call such a filter a low-pass filter. Thus, whenever 
the voltage is taken across a capacitor, the inertia property of capacitors reduces fast 
variations of voltage while leaving the DC component of V/unaffected. Such a filter is 
thus ideal in DC power supplies when voltage smoothing is needed after rectifying an 
AC voltage. 

2.3.2 High-Pass RC Filter 

If we interchange R and C as shown in Fig. 2.7a, we obtain a filter that passes high 
frequencies while attenuating the low ones. Summing the voltages around the loop we 
obtain Vi = I / j coC  + Vo. But Vo = I R, which gives for voltage gain 

Vo 
vi 

1 1 - 1 / jcoRC 

1 1 + 1/(coRC) 2 1 ~ j~onc 

_ _ 1 ej  arctan 1/wRC 

v/1 + 1/(coRC) 2 

1 
__ - eJO 

1 + (600/0)) 2 
(2.15) 

where coo = 1/RC is the half-power frequency and 0 -- tan -1 coo~co. The magnitude 
and phase are plotted in Figs. 2.7b and c. For angular frequencies much larger than 
coo, the magnitude IV o~ Vii = 1 and phase 0 = 0 ~ whereas for frequencies much less 
than coo, we have IVo/VlJ ~ co~coo << 1 and 0 ~ 90 ~ Frequencies below f0 = co0/2zr 
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F I G U R E  2.8 (a) A low-pass RL filter. (b) A high-pass RL filter. 

are attenuated and frequencies above f0 pass through the filter. A filter of this type is 
referred to as a high-pass and phase-lead network. 

Such a filter is typically used as a coupler between amplifier stages: it allows the AC 
signal to pass from amplifier to amplifier while blocking the passage of any DC voltage. 
Thus the AC signal is amplified and any undesirable effects of a DC voltagemsuch as 
changing the amplifier bias or driving the amplifier into saturation--are avoided. 

2.3.3 R L  Fi l ters  

A low-pass RL filter is shown in Fig. 2.8a. Summing voltages around the loop, we 
obtain Vi = j coL l  + Vo, where the output voltage is Vo -- RI .  The voltage gain is then 
given by 

Vo 1 1 - jo  
= = e (2.16) 

gi 1 + j c o L / R  V/1 "l-" (09/0)0)  2 

The last expression of (2.16) was obtained by comparing the middle term of (2.16) to the 
corresponding one in (2.14). Thus coo in (2.16) is w0 = R / L  and 0 = tan -1 coL/R = 

tan -1 w/coo. We see now that this filter is a low-pass, phase-lag network, similar in 
characteristics to the RC filter of Fig. 2.6. Hence, there is no need to draw amplitude 
and phase plots; we can simply use those in Figs. 2.6b and c. 

2.3.4 H i g h - P a s s  R L  Fi l ter  

Interchanging R and L, we obtain the high-pass filter shown in Fig. 2.8b. Summing 
voltages around the loop, we obtain Vi = R I + Vo, where the output voltage is Vo = 
j w L l .  The voltage gain is thus 

Vo = 1 _ _ 1 ej o (2.17) 
1 

Vi 1 + joJL/R V/1 + (coo/co) 2 

Again, comparing this expression to (2.15), we conclude that coo = R / L  and 0 = 
tan -1 w0/co. This filter is therefore a high-pass and a phase-lead network, similar to that 
of Fig. 2.7a. The magnitude and phase plots are shown in Figs. 2.7b and c. 
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R Amplifier 
1 

R Amplifier 
2 

-----O + 

V o 
-----o 

FIGURE 2.9 Two amplifier stages are coupled by a high-pass RC filter. The input resistance of the second 
amplifier serves as the R of the filter. 

EXAMPLE 2.3 A primary purpose of an amplifier is to amplify an AC signal. To 
obtain sufficient gain, an amplifier consists of several amplifier stages in cascade. The 
amplifier stages, however, cannot just simply be connected because the output of a 
stage is usually characterized by a large DC voltage and a smaller, superimposed AC 
voltage. Connecting the output of a stage directly to the input of the next stage, the 
large DC level could easily saturate that stage and make it inoperative. What is needed 
is a high-pass filter between the stages that would stop a transfer of DC but would 
allow AC to proceed to the next stage for further amplification. A high-pass RC filter 
is ideally suited and is shown in Fig. 2.9. Design a filter that would pass AC signals 
above 20 Hz and block DC. The input resistance of the amplifiers is 0.1 M~2. The cutoff 
frequency of the RC filter is given by coo = 1/RC. Solving for the capacitance, we 
obtain C = 1~2:r foR = 1/6.28 �9 20- 105 = 0.08 # E  Using Fig. 2.7b, we see that at 
20 Hz the voltage gain will be down by 3 db but that higher frequencies will be passed 
by the filter to the following amplifier without loss. Such a filter is also known as a 
coupling circuit. One can readily see that by making C larger, even lower frequencies 
will be passed. However, there is a limit: increasing the values of C generally increases 
the physical size and the cost of capacitors, m 

2.4 RESONANCE AND BAND-PASS FILTERS 

In the previous section we combined a resistive element with one energy-storing el- 
ement (RL and RC) and obtained filters with low- and high-pass action. If we add 
both energy-storing elements (RLC), we can obtain band-pass or band-rejection action. 
Band-pass filters can be used as tuning circuits where they allow one station or one 
channel out of many to be selected. For example, the VHF television channels 2 to 6 
are located in the 54 to 88 MHz band, with each channel occupying a 6 MHz bandwidth. 
To receive a channel, a band-pass filter is used which allows frequencies of that channel 
to pass while discriminating against all other frequencies. The simplest band-pass filters 
are resonant circuits, which will be studied next. 

2.4.1 Series Resonance 

The circuit in Fig. 2.2a can be considered as a series resonant circuit. Resonance is 
defined as the condition when current and voltage are in phase. From (2.8) we see that 
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FIGURE 2.10 (a) A plot of inductive and capacitive reactance, XL and XC, showing that resonance 
occurs when they are equal. (b) Current I, in the series circuit, peaks at resonance. (c) Phasor diagram at 
resonance, showing that inductor and capacitor voltages are equal and opposite. 

this happens when the imaginary part of the denominator becomes zero, i.e., j (coL - 

1/coC) = 0, which gives for the resonant frequency 

1 (2 .18 )  
o J o  - d ~ C  

The same result can be obtained by setting the phase angle 0 in (2.10) equal to zero 
(when 0 equals zero, current and voltage are in phase). At resonance, which occurs at 
coo, the inductive reactance in the series circuit is equal and opposite to the capacitive 
reactance; this is shown in Fig. 2.10a. 

Since the reactances now cancel, what remains is the resistance. At resonance, the 
impedance of the series circuit is therefore a minimum and is equal to R, that is, 

Z -- R § j (COoL - 1/cooC) -- R (2.19) 

As a rule, the resistance in series resonant circuits is quite small; often there are no other 
resistors in the circuit and R is then simply the winding resistance of the inductor coil. 

Interesting things happen at resonance. For example, the current I in the series circuit 
becomes a maximum at resonance and from (2.8) is equal to I = Vp/R .  A plot of the 
current at and near resonance is shown in Fig. 2.10b. The voltages across the inductance 

L and capacitance C are equal and opposite (which means that VL § Vc = 0) and each 
of these voltages, VL or Vc, can be much larger than the source voltage Vp. This is 
shown in the phasor diagram of Fig. 2.10c, which is similar to Fig. 2.2b or c, except for 
the phase angle 0, which at resonance is equal to zero. If, for example, we consider the 

inductor voltage, which at resonance can be stated as VL = jcooLl  = jcooL Vp /R ,  we 
can readily see that VL >> Vp when cooL/R >> 1, which is usually the case for practical 
situations, l~ Hence, we can view the series resonance circuit as a voltage amplifier: VL 

peaks at coo and drops off sharply either side of coo. A similar observation holds for Vc. 

10The factor woL/R will soon be identified with the quality factor Q, which for practical circuits is nor- 
mally larger than 5. Had we considered the voltage across the capacitor VC = I/jcooC = Vp/jcooRC, 
we would find that V C >> Vp when 1/woRC >> 1. The Q-factor for a series resonant circuit is then 



64 Chapter 2 AC Circuits 

a b 

R IVo/V,I 

o I U 0 ~V ~ L C + 1 - - - - - - -  

V. V o 
' L 

0) o 0 0 

FIGURE 2.11 (a) A band-elimination or notch filter. (b) The voltage gain response as a function of 
frequency. 

EXAMPLE 2.4 It is desired to eliminate an interfering signal of frequency 90 MHz. 

Design a filter to "trap" this frequency. To accomplish this, we can either insert a parallel 

resonant circuit tuned to 90 MHz in series or a series resonant circuit tuned to 90 MHz 
as a shunt. Choosing the latter, we have a notch filter as shown in Fig. 2.11a. The 

voltage gain of  this filter is easily calculated as 

Vo l j  (wL - 1 / w C )  j (coL - 1 / w C )  

Vi Vi R + j (wL - 1 / w C )  

The magnitude of this gain is given by 

Vo (wL - 1 / w C )  

v /R  2 + (coL - 1 / w C )  2 

which is plotted in Fig. 2.1 1 b. Therefore, at the resonance frequency w0 --- 1/4~--C, the 
impedance of the series LC goes to zero, essentially short-circuiting any signal near the 

resonance frequency. If a 1 0 pF capacitor is used, the required inductance for this notch 
filter will be L = 1/(2zcfo)2C = 3- 10 -7 H -- 0.3 #H.  These are both small values for 

inductance and capacitance, indicating that it becomes more difficult to build resonant 

circuits with lumped circuit elements for much higher frequencies. The value of  R is 

related to the Q of this circuit (Qo - w o L / R ) :  the smaller the R, the sharper the notch. 
ll  

2 . 4 . 2  P a r a l l e l  R e s o n a n c e  

If the three components  are arranged in parallel as shown in Fig. 2.12a, we have a 

parallel resonant circuit, sometimes also referred to as a tank circuit or a tuned circuit. 
The parallel circuit is almost exclusively used in communicat ions equipment  as a tuning 

Qo = woL/R = 1/woRC (note that substituting the resonance frequency o90 = 1/v/-LC in Q = woL/R 
will give Qo -- 1/woRC). In a series resonance circuit, the voltage across the capacitor or across the inductor 
can be significantly larger then the source voltage if Q >> 1. 
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FIGURE 2.12 (a) A parallel resonant circuit, driven by a constant current source. (b) A sketch of 
impedance near resonance (a sketch of voltage would be similar). (c) Phasor diagram near and at resonance. 

circuit to select a band of desired frequencies. Unlike the series circuit, the parallel 
resonant circuit has minimum current, maximum impedance, and maximum voltage 
at w0, which makes it very desirable in practical circuits. When combined with an 
amplifier, a tuned amplifier gives frequency-dependent  gain, so that selected frequencies 
are amplified. A parallel resonant circuit that is driven by a current source is readily 
analyzed using Kirchoff 's  current law (KCL). If in Fig. 2.12a the sinusoidal current has 
a peak value Ip, the corresponding phasor current is also Ip and a summation of phasor 
currents at the top node gives Ip -- IR -+- IL -t- IC. A voltage V is produced across 
the tank circuit by the source current such that Ip = V / Z  -- V Y ,  where Z and Y are 
the impedance and admittance of the tank circuit, respectively. Since admittances in 

parallel add, we can state that 

Y -- G + j (coC - 1/coL) (2.20) 

where G - 1/R.  The magnitude of admittance and impedance is 

IYI - - / ( l / R )  2 --F (coC - 1/coL) 2 (2.21) 
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and 

R 
IZI - (2.22) 

v/1 + (coRC - R/coL)  2 

For resonance, the impedance or admittance must be real. Therefore, at the resonance 
frequency coo, the imaginary part of Y in (2.20) must vanish, that is, cooC - 1/cooL -- O, 
which gives for the resonance frequency 

1 (2.23) 
wo -- ~ /LC  

which is identical to the resonance frequency for a series resonant circuit as given by 
(2.18). The admittance at resonance is therefore Y -- 1/R. At parallel resonance, large 
currents oscillate in the energy-storing elements of L and C, which can be substantially 
larger than the source current Ip. We can see this by looking at the inductor current 
IL = V / j w o L  = I p R / j w o L .  Thus IL >> Ip if R / w o L  >> 1, which is normally the 
case for practical circuits. The same reasoning shows that Ic >> lp if cooRC >> 1. 
We will show in the next section that the Q-factor for a parallel resonant circuit is 
Qo = R / w o L  = cooRC. 

Unlike a series resonant circuit which is characterized by a small series resistance R 
(for an ideal resonant circuit with lossless inductors and capacitors it would be zero), 
in a parallel resonant circuit the shunting resistance is usually very large (an ideal par- 
allel resonant circuit would have an infinite R). Since at resonance the capacitive and 
inductive susceptances cancel, the impedance consists entirely of the large shunting re- 
sistance R. For frequencies other than coo, the impedance (2.22) decreases as either L 
or C provides a decreasing impedance path. This means that at resonance, the voltage 
V peaks, giving a large signal voltage across the LC combination, which is a desirable 
condition when one frequency is to be emphasized over all others. By adjusting the val- 
ues of the inductance or the capacitance in (2.23), the circuit can be tuned to different 
frequenciesmhence the name tuned circuit. A sketch of impedance (or V) as a function 
of frequencies near resonance is shown in Fig. 2.12b. 

In continuously tuned radios, a variable air or mica capacitor is employed. In step- 
tuned radios, which have a digital display of the received frequencies, the variable ca- 
pacitor is a voltage-controlled diode, a varactor, which has the property of changing 
capacitance when the applied voltage is varied. Varying the voltage in steps varies the 
capacitance and hence the frequency in proportion. The variation is usually in 10 kHz 
increments in the AM band and 100 kHz increments in the FM band. Varactors have 
large tuning ranges, from a few picofarads to nanofarads. 

Further insight into the behavior of a parallel resonant circuit is obtained by plotting 
phasor diagrams near and at resonance. Figure 2.12c shows the current and voltage pha- 
sors at a frequency less than coo, when the tank circuit is inductive because more current 
flows through the inductor than the capacitor. An inductive circuit is characterized by a 
current that lags voltage (Ip lags V). The dashed arrows show that IL is at --90 ~ to V 
and is much larger than the dashed vector for Ic which is at -+-90 ~ to V. At resonance 
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FIGURE 2.13 A practical tuned circuit and its phase diagram at resonance. R denotes the irreducible 
winding resistance of the inductor. 

co - coo, current is in phase with voltage and the inductive and capacitive currents, IL 
and Ic, cancel each other but can be much larger than Ip. 

EXAMPLE 2.5 A practical parallel resonant circuit is shown in Fig. 2.13. It is referred 
to as practical because even though the losses in a capacitor can be reduced to practi- 
cally zero, I ZR losses in an inductor are always present as they are associated with the 
intrinsic winding resistance of the coil. Such a tuned circuit is found in radio and TV 
tuners where a variable air-capacitor is used to select different frequencies. Find the 
resonant frequency, the Q, and the bandwidth of the circuit shown. 

The admittance Y - 1 /Z  - I / V  for the circuit can be written as 

1 R - jcoL 
Y = jcoC + = jcoC + 

R + jcoL R 2 -+-co2L2 

= R 2 + c o 2 L  2 + j c o  C -  R 2 + c o 2 L  2 

Resonance occurs when I and V are in phase or when the imaginary part of the above 
expression is equal to zero. Therefore, the resonance condition is 

Solving for coo, we obtain 

C -  LR 2 + w2L 2 

1 ~ R2C 
coo--/-~-~ 1 L 

For high-quality coils, the condition that L >> R2C is more often than not met, and we 
have the standard resonance frequency 090 - 1 /~ /LC.  Substituting the values given in 
the figure, we obtain for the resonant frequency, 

090 --- 
1 ~ 1  - 20210-9 

~/10 -310 -9 10_3 ~ 10 6 rad/s or wo/2zr = 159 kHz. 
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Notice that the second square root contributes negligibly, which also allows us immedi- 

ately to express Q simply as the Q for a series resonant circuit, i.e., Qo = cooL/R = 
106 .10-3 /20  -- 50. The bandwidth, using (2.34), is therefore B = coo/Qo = 106/50 = 

2.104 rad/s or 3.18 kHz. II 

2.4 .3  Q - F a c t o r  a n d  B a n d w i d t h  

We have alluded to the fact that the voltages across L and C in a series resonant circuit 

can be much higher than the source voltage and that the currents in L and C in a parallel 

resonant circuit can be much higher than the source current. In that sense the series 

resonant circuit can be considered as a voltage amplifier and the parallel resonant circuit 

as a current amplifier, ll A measure of the amplification is the quality fac tor  Qo -- 

w o L / R  = 1/cooRC for the series circuit and Qo = R / w o L  = cooRC for a parallel 

circuit (note that the Q for a series and a parallel circuit are inverses, i.e., O s = 1 / Q p ) .  
The other use for Q will be as a measure of "sharpness" at resonance, or equivalently 

the bandwidth  at r e s o n a n c e ~ a s  already indicated in Figs. 2.10b and 2.12b. 

Let us now derive Q from fundamentals. Q is defined as 

maximum energy stored 
Q -- 2zr (2.24) 

energy dissipated per period 

Let us use the parallel circuit Fig. 2.12a at resonance (co = coo) when IL + Ic = 0, 

leaving the entire source current to flow through R, i.e., Ip = IR. The average power 

2 R. Hence the dissipated energy over one period associated with the circuit is P -- 11p 

T is 

1 2R 2rr (2.25) w -  e r =  

where T = 1 / f  = 2rr/co0. To calculate the stored energy is slightly more difficult. 
The energy stored in the inductor and capacitor is �89 2 and �89 2, respectively. The 

instantaneous voltage across the resonant tank circuit is v = RIp  cos coot, which allows 

us to write for the energy stored in the capacitor 

1 1 R 2 2 toc -- -~Cv 2 : -~C Ip cos 2 coot (2.26) 

and for the energy stored in the inductor 

1 1 ( l f 0 t  ) 2  1 R 2 2  WL -- -~ Li  2 = -2 L v d t  - -C2 Ip sin 2 coot (2.27) 

11 Of course, neither is a power amplifier as they are passive circuits. Many practical amplifiers are mul- 
tistage devices, with power amplification taking place at the last stage. Before power amplification can take 
place, the signal that drives a power amplifier should be on the order of volts. As the input to an amplifier 
can be a signal of insignificant power that measures in microvolts (~V), it is evident that the first stages of an 
amplifier are voltage amplifiers that must magnify the input signal from a level of microvolts to volts. Hence a 
practical amplifier consists of several stages of voltage amplification, followed by one or two stages of power 
amplification. 
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The total energy stored at any instant is therefore 12 

1 1 
R 2 2 (COS 2 coot + sin 2 co0t) = ~ C R 212 Ws = wC n t- wL = -2C Ip 

2 
(2.28) 

The implication of the sin and cos terms in the above equation is that at resonance the 
energy in the LC circuit oscillates between L and C, building to a maximum in L with 
zero in C; then as the energy in L decays, it builds in C until it is a maximum in C with 
zero in L. At any given time, the energy stored in L and C remains constant at 1C R 212. 
The Q is then 

1 C R 2  2 W ~ Ip 
Qo - 2 z r ~  = 27r - - cooRC (2.29) 

l l2pR(Zrc/coo) Ws 

which by substituting coo = 1 / ~ / L C  can also be written as Qo = R/cooL. A similar 
procedure can be used to calculate the Q of a series resonant circuit. Qs for practical 
radio circuits are typically 10-100 but can be as high as several hundreds for low-loss 
coils. 

Now let us show how Q is used to express the bandwidth of a resonant circuit. We 
have already shown that current, voltage, impedance, etc., peak or dip at resonance. The 
width of the peaking curves at the - 3  dB points (or half-power points) is defined as the 
bandwidth. We can either use the parallel resonant circuit of Fig. 2.12a, for which the 
admittance is 

Y = G + j (coC - 1/o)L) (2.30) 

= a l + j Q o  
coO co 

or the series resonant circuit of Fig. 2.2a, for which the impedance is 

Z = R + j ( c o L - 1 / c o C )  (2.31) 

= R l + j Q o  
coO co 

We see that the expressions are analogous--hence results obtained for one apply to the 
other. The second expression in (2.30) was obtained by multiplying the numerator and 
denominator of the imaginary term by coo, identifying the resultant terms with Qo = 

R/cooL = cooRC, and factoring Qo out. Similarly for (2.31). 
Let us choose the series resonant circuit of Fig. 2.2a. At resonance the impedance 

Z is a minimum and equal to Zo = R and the current I is a maximum and equal to 

12Note that we are using small-case letters to denote time-dependent values, whereas capital letters are 
reserved for constant values such as DC, phasors, effective values, etc. 
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Io = Vp/R. If we normalize the current I = Vp/Z with respect to the current at 
resonance we have a dimensionless quantity 13 

I 1 
- -  = (2.32) 
Io 1 + J Qo ( ~ o.,o)o9 

which when plotted versus frequency 0) shows the influence Q has on bandwidth at 

resonance. The - 3  dB points or the half-power points are obtained when the normalized 

current falls to 1/~/2 of its max imum value. This occurs in (2.32) when the imaginary 

term is equal to + 1, i.e., Qo (coo~~ o)oo9 ) - i 1 . Then we have I / Io = 1/(14-  j 1), which 
f 

has an absolute value of 1/~/2. The two frequencies, 0)1 and 0)2, obtained by solving 

Qo (0)~o 0),0)~ = - 1  and Qo (0)20)o 0)20)~ = 1  (2.33) 

are 

(+) 1] 
2Qo 

and l] 
}--070 

The difference between 0)2 and 0)1 defines the bandwidth B 

0)0 
B = 0)2 - 0)1 = (2.34) 

Qo 

which decreases with increasing Qo. Figure 2.14 shows a plot of  (2.32) for several 

values of Qo. Note that the higher Qo circuits have a narrower bandwidth; the sharper 

response curve gives the resonant circuit a better frequency selectivity to pass only 

signals of frequencies within a narrow band and attenuate signals at frequencies outside 

this band. To have a small frequency width between half-power points is not always 
desired. At times we need to broaden the frequency response so as to allow a wider band 

of frequencies to pass. To accomplish this, we need to lower the Q by increasing the 

resistance in a series resonant circuit and decreasing it in a parallel resonant circuit. The 

band-pass required depends on the information content of the signal. In general, signals 

13The same expression holds for the normalized voltage V/Vo across the parallel resonant circuit of 
Fig. 2.12a. At resonance the admittance Y is a minimum and equal to Yo = G -- 1/R and the voltage 
V is a maximum and equal to Vo = I p / Y o .  Hence V/Vo and Z/Zo are given by (2.32). As the parallel 
resonant circuit for co < 090 is inductive (voltage leads current by 90~ the phase of V/Vo tends to +90 ~ 
whereas for co > coo it tends to -90 ~ Of course at co -- coO, the circuit is resistive and the phase angle is zero. 
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FIGURE 2.14 Frequency response of a resonant circuit. For a series resonant circuit this curve applies to 
I/Io and to Y/Yo. For a parallel circuit it is for V~ Vo and Z/Zo. 

with more information require more bandwidth. For example, signals in a telephone 
conversation require 3 kHz of bandwidth, signals in an AM broadcast require 10 kHz of 
bandwidth, signals in an FM broadcast require 200 kHz of bandwidth, signals in a TV 

broadcast require 6 MHz of bandwidth, and signals for an 80-column computer screen 
display require 12 MHz of bandwidth. Example 2.5 calculated the resonant frequency 

and bandwidth for a typical tuned RF circuit. 
The I/Io phase of the series resonant circuit in Fig. 2.2a is - 9 0  ~ for co << coo 

when the circuit is capacitive (see Fig. 2.10a), is 0 ~ for co = coo when the circuit is 

resistive, and is +90 ~ for co >> coo when the circuit is inductive. To visualize the phase 
relationship, recall that the source for the series circuit is a voltage source at zero phase, 

i.e., a horizontal vector as shown in Fig. 2.2b or c. The I/Io is measured with respect 
to that vector. 

EXAMPLE 2.6 (a) For the circuit shown in Fig. 2.13, find the impedance at resonance. 
(b) If the current I flowing into the circuit is 1 mA, find the voltage V across the tank 

circuit and the capacitor current at resonance, m 

(a) The admittance Yo at resonance is the real part of the expression for Y in Exam- 
ple 2.5. Therefore, 

1 R 2 -4- co2L2 
Zo = - -  = = R ( I + Q 2 )  

Yo R 

= 20(1 + 502 ) = 50.02 kf2 

where Qo is defined and calculated in Example 2.5. Note that the resonance impedance 
is much larger than the ohmic resistance of the coil. 
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(b) The voltage at resonance is Vo = IZo  = 1 mA �9 50.02 kf2 = 50.02 V. The 
capacitor current 

Vo 
Ic  = 

ZC 
= VowoC = 50 .02 .106 .  10 -9 - 50.02 mA 

Hence, the capacitor current is 50 times larger than the current flowing into the circuit. 

2.5 POWER IN AC AND RF CIRCUITS 

Strictly speaking, a shorter title, "Power in AC Circuits," is sufficient, as sinusoidally 
excited circuits at 60 Hz or at 100 MHz are AC circuits. However, common usage is 

that circuits at 60 Hz are referred to as AC circuits, circuits in the 100 kHz-1 GHz range 

are RF (radio frequency) circuits, and circuits above 1 GHz are usually referred to as 
microwave circuits. Needless to say the following analysis holds for all these ranges. 

2.5.1 A v e r a g e  P o w e r  

If a sinusoidal voltage v(t)  = Vp cos wt applied to a circuit results in a current i ( t )  - 
Ip cos(wt + 0), the instantaneous power  is 

p( t )  = v ( t ) i ( t )  -- Vplp coswt  cos(wt + 0) (2.35) 

= Vplp [cos0 + cos(2wt + 0)] 
2 

To obtain the average power P we can either average p( t )  by calculating P - (f  p d t ) / T ,  

where T -- 2~r/w is the period (see also (1.12)), or simply by inspection of (2.35) con- 
clude that the first term is a constant (with respect to time) and the second is a pure 
sinusoid which averages to zero. Therefore, the average power  is 

P -  Vplp -- ~ cos 0 (2.36) 
2 

If the circuit is purely resistive, the phase difference 0 between v and i is zero and (2.36) 
2/2, just as in (1.12). For a purely capacitive or inductive reduces to P = Vp Ip /2  = RIp  

circuit, 0 = +90  ~ and P = 0. 

Since we use phasor analysis when working with AC circuits, we can construct an 
expression in terms of phasor voltage and current which gives p( t )  as 14 

1 [VI* V i e  2j~~ p( t )  -- -~ Re + ] (2.37) 

14As it might be confusing if we do not differentiate explicitly between phasors and other quantities, we 
will bold all phasors in this section. 
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where from (2.35) the phasor for v is V = Vp and that for i is I = I p e  jO , I* denotes the 

complex conjugate of I, and Re means "take the real part." By inspection, we see that 

(2.37) reduces to (2.35). The average power is again given by the first term of (2.37), 

1 
P = - Re VI* (2.38) 

2 

which is the common expression for power calculations involving phasors and gives the 

same results as (2.36). Using Ohm's  law V -- IZ,  where Z = R + j X is the impedance,  

we can also express (2.38) as 

1 2Z - 1 1 2 
P - ~ Re Ill ~ II] 2R = -~ lip I R 

As expected, only the real part of  the impedance is involved in power consumption.  

Alternatively, substituting I = V / Z  in (2.38) we obtain 

1 1 2 / Z .  1 Re [V[2Z/[Z[ 2 - 1 R2 P -- ~ Re VV*/Z*  = ~ Re [VI - ~ ~ [VI2R/ (  -4- X 2) 

which reduces to �89 Re IVI2/R if Z is a purely resistive element. 

EXAMPLE 2.7 A voltage source is connected through a line to a load as shown in 

Fig. 2.15. Calculate the power delivered to the load. The c u r r e n t / . f l o w i n g  through 

source,  line, and load is 

100  100  
I - = = 3 . 4 4 -  j2 .13  - 4.04e - j318  

Z 21 + j 13  

The load voltage is therefore 

VL -- IZL -- ( 3 . 4 4 -  j 2 .13 ) (20  + j lO)  

= 90.1 -- j 8 .2  -- 90.5e -j5"2 

Using (2.38), the power dissipated in the load is 

1 1 
PL = - ReVLI*  - - Re90 .5e  - j 5 2  �9 4.04e +j318 

2 2 
1 

= - 3 6 5 . 5  cos 26.6 ~ - 163.5 W 
2 

| 

lOOVp 

I ..... ~ 

source ~ 

(5 ~jlO~ 
line ~1 load 

Z L 

FIGURE 2.15 A source delivers power to a load, represented by impedance Z L - -  R L + j XL. 
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The power lost in the line is 

1 1 
Pline - -  1112RL - -  14 .04]  2 "  1 = 8.2 W 7 

and the total power delivered by the source is 

1 Re VsI* 1 4 04e +j318 Ps = ~ = ~ R e l O 0 -  . 

1 
= - 4 0 4 c o s 3 1 . 8  ~ = 171 .7W 

2 

Hence the number of watts produced by the source equals the number of watts dissipated 
by the line and the source. II 

2.5.2 Effective or Root Mean Square (RMS) Values in Power 
Calculations 

We have shown that a DC current of I amps flowing in R delivers I 2 R  of average 
power to the resistor. For AC, the sinusoidal current with a peak value of Ip amps 

2 R / 2  watts of average power. If we define an effective value of leff - l p / ~ / 2  delivers Ip 

for the AC current, we can avoid having to write the 1 factor in AC power calculations. 

The power is simply I ZR for AC or DC, as long as we recognize that for AC, I is the 
effective value. 

What are the effective values for other waveshapes? Suppose we apply a square wave 
or a triangular wave current to R. How much average power will R absorb? In (1.12) 
we developed effective values for sinusoids. Following similar reasoning, we define an 
average power as 

P = I2ffR (2.39) 

where Ieff is the effective value for any periodic current of arbitrary waveshape. The 
effective current is a constant which is equal to a DC current that would deliver the 
same average power to a resistor R. In general, averaging the instantaneous power of a 
periodic current (see (1.12)), we obtain 

lf0  P = --  i 2 R d t  (2.40) 
T 

Solving for/eft  by equating these two expressions, we obtain 

7:-s0 /eft = i 2 dt  (2.41) 

Observe that to find the effective value, we first determine the square of the current, 
then calculate the average value, and finally take the square root. We are determining 
the root mean square of i, which explains why the term Irms is often used for left. 
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J 
O 

~ t  

F I G U R E  2.16 A triangular voltage resembling a periodic sawtooth. 

We can now express (2.36), the average power dissipated in R for any periodic cur- 
rent or voltage, as 

P -- VZs/R -- IZs R (2.42) 

Since steady DC has a constant value, the rms value of DC is the constant value. Sim- 
ilarly, a square wave which has a positive peak voltage Vp for half a period and neg- 
ative Vp for the other half has Vrms -- Vp (squaring the square-wave voltage flips the 
negative peaks up, giving the same effect as a steady DC voltage of Vp volts). In Chap- 
ter 1, we also showed that a sinusoid 15 with amplitude Vp has an effective voltage 

Vrms - Vp/~/2. In the following example, we will calculate the effective value for a 
triangular waveshape. 

EXAMPLE 2.8 The periodic triangular voltage shown in Fig. 2.16 is used to sweep the 
electron beam in the picture tubes of televisions and oscilloscopes. Calculate the rms 
value of the triangular wavehape, which has a peak-to-peak value of 2 Vp. The analytical 
expression for v in the interval - T / 2  to T/2 is v = (2Vp/T)t ,  where the term in the 
parentheses is the slope of the straight line. The effective voltage using (2.41) is then 

Veff -- j _ T / 2 ( ~ t )  dt 

__ 4V2t3 = Up 

- ~  -T/2 

A DC voltage of Vp/,r volts would therefore deliver the same heating power to a 
resistor R as the triangular voltage. II 

2.5.3 Power Factor 

In (2.36) we showed that in the AC steady state, average power in a load is equal to 
P - V I cos 0, where V and I are constant rms values. As cos 0 decreases, the average 

15The voltages at electrical outlets that power utilities provide are effective voltages of 120 VAC. This 
means that the peak voltages are Vp = 120v/2 = 170 V and the average values are zero. 
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F I G U R E  2 . 1 7  An inductive load Z L =- 4 + j 5  or YL = 4/41  -- j 5 / 4 1  has a lagging power  factor pf  

which  can be corrected by placing a capaci tor  C in parallel  with the load. 

power decreases. If we refer to the V I as apparent power, we can define a power factor 

p f  as a ratio of the average to the apparent power: 

P 
pf -- = cos 0 (2.43) 

V I  

The phase angle 0 is the angle between V and I, or alternatively 0 is the phase angle 
of the load admittance YL. For inductive loads (ZL - -  R + j X  -- I ZLI e +jO or YL -- 
1 / (R + i X )  -- IYtl e-JO), when I lags V, 0 is negative and we speak of lagging pf's. 
The values for this angle range between 0 - 0 for a purely resistive load (pf = 1) and 
0 - +90  ~ for purely reactive loads (pf = 0). Note also that pf can be equal to one 
for a circuit with reactive elements such as a series RLC or a parallel RLC circuit at 
resonance (of course a circuit at resonance is purely resistive). 

As most loads in industrial and home use are inductive (motors), the pf at many sites 
can be substantially less than unity. This has undesirable implications. As the power 
utilities supply a constant effective voltage, a decreasing pf at a site causes the effec- 
tive current to increase in order to maintain the horsepower output of electric motors 
at a constant level. The increased current in turn causes larger 12R losses, which can 
cause the operating temperatures of the equipment to rise excessively. A power fac- 
tor correction, by placing a capacitor across the inductive loads (essentially forming 
a parallel resonant circuit), would increase the efficiency of operation (see Fig. 2.17). 
Ideally, the average power should equal the apparent power. Power utilities expect large 
industrial users to operate at pf 's  exceeding 0.9 and can impose monetary penalties on 
noncompliers. 

EXAMPLE 2.9 A load of ZL = 4 + j5  is connected to a voltage source of 120 Vrms, 
60 Hz. Since this is an inductive load it is operating at a lagging power factor of 0.6247. 
The pf can be changed by placing a capacitor C across the load. (a) Find the value of C 
to correct the pf to 0.9 lagging. (b) Find the value of C to change the pf to 0.9 leading. 

II 

(a) The power factor is p f -  cos(tan -1 5/4)  -- 0.6247 lag. The average power absorbed 
by the load is 

P =  1/2 = I 2 R - -  1202 . 4 =  1 4 0 5 W  
R 42 + 5 2  

I To correct the pf by placing C across ZL we create a new load impedance Z L. Since it 
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is easier to use admittances when placing elements in parallel, we will work with 

1 1 
Y~ = = YL + j w C  = ~ + j lZOzrC ! 

Z L ZL 

= 4/41 - j 5 /41  + j l 2 0 J r C  

If the new load admittance corrects the pf to 0.9 lagging, the new phase angle between 
current I and voltage V will be cos-1 0.9 - 25.84 ~ This is a negative angle as I lags 
V by 25.84 ~ The tangent of this phase angle is therefore t an ( -25 .84  ~ -- -0 .4843 ,  
which also must equal the ratio of imaginary and real parts of the new load admittance 
Y~, that is, 

- 5 / 4 1  + 1207rC 
- 0 . 4 8 4 3  - 

4/51 

which allows us to solve for the value of capacitance C with the result that C = 198 #F. 
(b) For this case the pf is cos(tan -1 5/4)  = 0.6247 lead. Placing C across ZL results 

in the same expression for Y~ as above. However now the angle 25.84 ~ is positive 
as I leads V; hence tan(25.84 ~ = 0.4843, which also must be equal to the ratio of 
imaginary and real parts of Y~, that is, 

- 5 / 4 1  + 1207rC 
0.4843 = 

4/51 

Solving this for C gives us C = 448.8 # E  
Note: Had we corrected ZL for a unity power factor, which would correspond to a 

zero angle between I and V, then tan 0 ~ = 0 and the resulting equation for C would be 

- 5 / 4 1  + 1207rC 
0 =  

4/51 

which when solved gives C - 324 # E  It is interesting to observe the increasing values 
of C as the power factor correction for the load ZL increases. To make a modest correc- 
tion of a pf of 0.625 lag to a pf of 0.9 lag required a C of 198 #F, to correct to a pf of 0 
required a C of 324 #F, and to overcorrect to a pf of 0.9 lead required a C of 448.8 #F. 

Also note that a correction of pf to zero corresponds to changing the load to a purely 
resistive load. This implies that an inductive load to which a capacitance has been added 
in parallel has been transformed to a parallel resonant circuit. This approach is explored 
in the next example. 

EXAMPLE 2.10 Find the power factor of the load ZL = 2 0 + j l 0 ,  shown in Fig. 2.15. 
Determine the capacitance that would have to be placed in parallel with the load so as 
to correct the pf to unity. 

The load pf, which is cos 0, where 0 is the phase angle between the load current 
and load voltage (or the angle of the load impedance ZL -- RL + jXL,  i.e., 0 -- 
tan-  1 X/~ / RL), is equal to 

pf = cos 0 cos tan-  1 X L  _ ~ 1 0  6 ~  = = costan -- cos26. -- 0.89 
RL 20 
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As calculated in Example 2.6, the load dissipates 163.5 W, and the AC current has a 
peak value of I : 4.04 A. 

We can correct the pf to 1 by placing a capacitor across the load and resonating the 
resulting parallel circuit. Note that no additional power will be consumed by the new 
load as the capacitor, being purely reactive, consumes no power. With the capacitor 
in place, we obtain a parallel resonant circuit like that shown in Fig. 2.13. For unity 
power factor, the resonance condition worked out in Example 5 gives the value of the 
capacitor as C - L / ( R  2 +co2L2), where R and L are now the resistance and inductance 
of the load. Since the frequency is not specified, we can only give the reactance of the 
capacitance. Therefore, multiplying both sides of the equation for C by w, we obtain 

X c =  R2L +X~-- 202 4- 102 =50f2  
XL 10 

Hence, a capacitor with reactance X c  - 1 / w C  = 50 f2, in parallel with the load, will 
result in a load that has unity power factor. If the frequency is known, the capacitance 
can be calculated. 

The current circulating in source and line now has a smaller peak value of I - l100/ 
( 1 + j3 + (20 + j 10)) I[ ( - j 50 ) ) l  = 3.82 A), where the symbol II means "in parallel." 
Hence, the line loss is now smaller and is equal to (3.82)2(1/2) -- 7.3 W, whereas the 
line losses before were 8.2 W. Furthermore, after the pf correction, the load consumes 
more power: 

PL -- I2Req -- 1 2 R 2  4- X 2 : 3.822202 4- 102 
RL 20 

= 182.5 W 

If the load is a motor, it can be throttled back to the previous consumption of 163.5 W, 
further increasing the efficiency of the system. II 

2.6 T R A N S F O R M E R S  AND I M P E D A N C E  M A T C H I N G  

Transformers are used for transmitting AC power, for changing AC voltages and cur- 
rents to higher or lower values, and for insulating equipment from the power lines. They 
are single-frequency devices (60 Hz) with efficiencies approaching 100%. Stray mag- 
netic fields, produced by transformer windings, are minimized by use of ferromagnetic 
iron cores which confine the magnetic fields to the iron medium of the transformer. If, 
in addition, winding losses and core losses (which increase with frequency) are kept 
small (which they invariably are in well-designed transformers), the result will be ex- 
ceptionally high efficiencies of transformers, normally stated as Wout = Win. Operation 
at low frequencies reduces core losses but requires transformers with large cross sec- 
tions, which in turn increases the size and weight of transformers. In situations where 
weight is a constraining factor such as in aircraft, operation is usually at 400-800 Hz 
(see Example 2.12 on transformer design). 
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FIGURE 2.18 An iron-core transformer of cross section A in which the primary and secondary windings 
are tightly coupled by the common magnetic flux ~. The turns ratio is N2/N1, where N 1 and N2 are the 
number of turns in the primary and secondary coils, respectively. 

Transformers are also widely used at audio frequencies in coupling, input, output, 
interstage, modulation, and impedance matching applications. Construction is similar 

to power transformers, but instead of operating at a single frequency, audio transformers 

must operate over a wide band of frequencies, typically 20 Hz to 20 kHz. As transform- 

ers are usually bulky, even when miniaturized, a principle in modern circuit design is to 

replace, whenever  possible, t ransformer-coupled circuits by direct-coupled circuits in 

interstages or output stages of amplifiers. 
A class of special-purpose transformers are high-frequency transformers, such as the 

pulse transformer. These devices must operate over a broad range of frequencies and 

are expected to transmit square waves or trains of pulses, while maintaining as closely 
as possible the original shape. An example is the television flyback transformer, which 

operates at 15.75 kHz and after rectification generates the high DC voltages (10 kV or 

more) needed by cathode ray tubes (CRTs). 

2 .6 .1  F l u x  L i n k a g e s  a n d  t h e  I d e a l  T r a n s f o r m e r  

A typical transformer has primary and secondary coils wound on a soft 16 iron core. If, 

as shown in Fig. 2.18, the primary is connected to a voltage source of Vs = Vp cos cot 

and the secondary is left open-circuited, a small current will flow in the primary which 
will induce a flux in the core and which in turn will lead to an induced voltage in the 

primary windings. The induced voltage, according to Faraday's  law, is 

Vl = - N 1  ~ (2.44) 
dt  

16The magnetic properties of soft ferromagnetic iron are such that the material can be easily magnetized 
and demagnetized, which makes it useful for transformers, relays, tapeheads, etc., which are all devices 
in which the magnetic field changes rapidly and reverses at 60 Hz in transformers and faster in tapeheads. 
Hard ferromagnetic material, in contrast, is difficult to magnetize and demagnetize, which makes it useful in 
permanent magnets and recording materials, such as audio and videotape. 
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where N stands for the number of winding turns and 7z is the magnetic flux induced in 
the transformer core by the current that flows in the primary winding. This voltage is 
usually referred to as back-emf or counter emf (electromotive force) and is necessary 
to counter the applied voltage; otherwise an abnormally large current would flow in the 
primary winding (the winding resistance in practical transformers is much too small to 
limit the current). 

Because time-varying flux, which is almost perfectly confined to the soft ferromag- 
netic iron core, links also the secondary winding, it will induce a voltage there, which 
again by Faraday's law is given by 

dT, 
1)2 -- - N 2 ~  (2.45) 

d t  

We can readily see that, depending on the turns ratio N 2 / N 1 ,  we either have a voltage 
step-up or step-down, that is, 

V2 N2 
u = (2.46) 
V1 Nl 

According to (2.46), obtained by dividing (2.45) by (2.44), the ratio of secondary to 
primary voltage is equal to the ratio of secondary to primary turns, and because it is a 
ratio, it is equally valid for instantaneous (v) or rms values (V). As the secondary is 
open-circuited, no power is dissipated there. Hence, any current in the primary need 
not deliver any power and is therefore 90 ~ out of phase with the primary voltage. A 
small lagging primary current, called a magnetizing current, is necessary to induce the 
magnetic flux in the core (for most purposes we can even ignore the magnetizing current 
as losses in practical transformers are small (a few percent), which makes the zero- 
loss ideal transformer such a useful model). The power factor, cos 0, is zero in the 
primary circuit, as no power is transferred from the voltage source to the transformer. 
In applications where a transformer is working into a large impedance and a voltage 
step-up is needed, the open-circuited secondary case is a useful model. 

Another practical situation is when power is transferred through the transformer, 
from source to load. The switch in the secondary is now closed, current flows, and the 
resistor RE absorbs power which must be supplied by the source. However, now the 
voltage balance in the primary circuit is upset. The current 12 in the secondary winding 
induces a new flux in the core which causes a new voltage to be induced in the primary, 
upsetting the balance between source and primary voltage, which was Vs = v l .  As 
the source voltage remains constant, the voltage imbalance in the primary causes a new 
current to flow in the primary winding which in turn will induce a new voltage (equal 
and opposite to that caused by 12) that will bring back balance to the primary circuit. 
The new primary current 11 accounts for the power 12 RE delivered to the load and 

hence is in phase with the source voltage 17 (in the primary circuit, power factor cos 0 

17Capital letters denote rms or effective values. For example, Vs = Vp cos wt can be represented by its rms 
voltage Vs. All the induced voltages are given by Faraday's law, which states that a time-varying magnetic 
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is now unity). In other words, the power supplied by the source Vs 11 = W1 is equal to 
VL/2 = 1~ RL = W2 consumed by the load. Since Vs = V1 and VL = V2, we have 

V1 I1 = V212 (2.47) 

The above power expression, W1 = W2, valid for lossless or ideal transformers, is 
a useful approximation for practical transformers, which, when well designed, can be 
almost 100% efficient. The current transformation 18 in a transformer can now be readily 
obtained by combining (2.47) and (2.46) to give 

/2 N1 

I1 = N2 (2.48) 

which shows it to be inverse to that of voltage transformation: a step-up in the turns 
ratio gives a step-up in voltage but a step-down in current. 

Summarizing, an ideal transformer is lossless with perfect coupling between the pri- 
mary and secondary, a consequence of the magnetic flux being completely confined to 
the core of the transformer. Practical iron-core transformers are well approximated by 
ideal transformers. 

EXAMPLE 2.11 An ideal transformer (see Fig. 2.18) is rated at 3600/120 V and 10 
kVA. The secondary winding has 60 turns. 

Find the turns ratio N2/N1,  the current ratio, primary turns N1, current 11, and cur- 
rent 12. It 

Since this is a step-down transformer (V2 < V1), from (2.46), N2/N1 = Ve/V1 = 
120/3600 = 1/30 = 0.0333. 

From (2.48), I2/I1 = N1/N2 = 30; therefore, I2 = 3011 and current is stepped up 
by a factor of 30, whereas voltage is stepped down, i.e., V2 = V1/30. 

Since N1 = 30N2 and N2 is given as 60, we obtain for N1 = 1800 turns. To find 
11 we first note that V1 ll = V212 = 10, 000 and that V1 = 3600 is given. Therefore, 
ll = V1 I1/V1 - -  10, 000/3600 = 2.78 A. Using (2.48), we obtain 12 = I1 (N1/N2)  = 
2.78(30) = 83.33 A. 

flux will induce a voltage in a coil that it links. Hence, a DC voltage cannot be transformed. For example, 
if the primary circuit contains a DC and an AC component, only the AC component is passed on to the 
secondary. Keeping the DC component, especially if it is large, out of the load might be a critical function 
of the transformer. Another safety function is isolation of secondary from primary: no direct connection 
exists to a common 440 VAC power line, for example, after a transformer reduces the voltage to 120 VAC for 
household use. 

18Current transformation can be obtained another way. For a given frequency, Faraday's law states that 
flux induced in a core is proportional to current I and number of turns N in a winding. Closing the switch, a 
new current flows in the secondary, which will induce a new flux in the core, upsetting the voltage balance in 
the primary circuit. Therefore a new current must flow in the primary to cancel the additional flux due to 12. 
Voltage balance is reestablished when I 1N 1 = 12 N2. 
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F I G U R E  2.19 A transformer connects a load ZL to a source Vs. 

EXAMPLE 2.12 An iron-core transformer, shown in Fig. 2.19 (the three vertical bars 
are a symbol for a tightly coupled, iron-core transformer for which the ideal transformer 
approximation is valid), is used to deliver power from a source to a load. Because 
an ideal transformer is lossless, all of the power delivered to the primary circuit will 
also be delivered to the secondary circuit. Typically, the primary coil is connected to 
an energy source and the secondary coil is connected to a load. If the load is ZL = 
500 - j 400  f2, Rs = 10 f2, and the windings are N1 = 100 turns and N2 = 1000 
turns, find the average power delivered to the load ZL when (a) 11 = 5e in~4 and (b) 
Vs = 120e j0. 

(a) Since Illl = 5 A we obtain from (2.48) that 1/21 = Illl N1/N2 = 5(100/1000) = 
0.5 A. Power delivered to the load is therefore PE = 11212 RE = (0.5)2500 = 125 W. 

(b) To calculate power dissipated in the load, we must find I2 or V2 because PE = 
I/2IZRL or PE = IVRI R/RE = IVRRL/ZLI 2/RE = IgR/Zgl 2RE = I/2l 2RE. To 
calculate V2, we first find V1, and then using the turns ratio, we obtain V2 = 1/1Nz/N1. 
Voltage 1/1 is across the primary of the transformer and is a fraction of the source voltage 
Vs. In other words, V1 is the product of Vs and the ratio of Rs and Z~. The impedance 
Z~ is the load impedance Z E projected into the primary and can be obtained by (2.50) 

as Z~ - -  Z L ( N 1 / N 2 )  2 - -  ( 5 0 0 -  j 4 0 0 )  ( 1 0 0 / 1 0 0 0 )  2 --  5 -  j 4  ~2. The primary voltage 
is then V1 - VsZ~/(Rs + Z'I. .) - 120(5 - j 4 ) / ( 1 5  - j4) .  The power delivered to the 
load is therefore 

P L  ~" IVz/ZLI 2 RL = I(V1N2/N1)/ZLI 2 RL 

5 - j 4  1 
120 10 

1 5 - j 4  5 0 0 - j 4 0 0  

2 

500 

12 

1 5 - j 4  

2 144 
500 = 

241 
500 = 298.7 W 

An alternate, somewhat simpler method is to perform the calculations in the primary 
circuit remembering that in an ideal transformer power consumed in the secondary cir- 

! 
cuit is equal to that in the primary circuit. Hence, once the load impedance Z E which is 
projected into the primary circuit is known, the power consumed by Zr  is also equal to 
P L  I l l l  2 ' -- R E ----- 1120/(15 - j4)l  2 5 -- 298.7 W. II 
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EXAMPLE 2.13 Design a transformer to furnish 5 V and 10 A from a 120 V, 60 Hz 
supply. The core is to have a cross section of 1 square centimeter (cm2). The maximum 
core flux density is to be 1 tesla (1 T = 1 weber per square meter). Find (a) the number 
of turns of each winding and (b) the full-load current in the primary. II 

(a) Derive the relationship between voltage, frequency, and flux. If the applied voltage 
is sinusoidal, so is the flux, i.e. ~p(t) - ~pp sin cot, where 7tp is the peak value of the 
magnetic flux. The induced or counter emf from (2.44) is given as 

v = -N~/zpcoCOScot 

and must be very nearly equal to the applied voltage in a well-designed transformer. 
Expressing the above voltage in terms of rms values, we obtain 

V : 4.44Nf~pp -- 4 . 4 4 N f A B p  (2.49) 

where f is the frequency (co - 27r f ) ,  A is the cross section of the core in meters 
squared (m2), B is the flux density in teslas, and V is in volts if flux 7t is in webers. 
Equation (2.49) is an often-used equation in transformer design. 

The induced volts per turn is V / N  = 4 . 4 4 . 6 0  Hz �9 10-4m 2 �9 1 T -- 0.0267, which 
gives for the primary N1 -- V~ (volts/turn) = 120/0.0267 = 4505 turns, and for the 
secondary, N2 = 5/0.0267 -- 187 turns. Note that an increase in the cross-sectional 
area of the core would be accompanied by a corresponding decrease in winding turns. 

(b) Using (2.48), we have 11 = N212/N1 -- 187.10/4505 = 0.42 A. Hence at full 
load the transformer draws 0.43 A and deliveres 50 W to the load, assuming the load is 
resistive and transformer losses are negligible. 

2.6.2 I m p e d a n c e  Transformat ion  

In addition to stepping voltages and currents, a transformer can also change impedances. 
By using (2.46) and (2.48), the expression for impedance transformation is given by 

Z 1 V 1 / I 1  V i I 2  ( N 1 )  2 

Z2 - V2/12 = --V22 "1~ - -~2 (2.50) 

which shows that a small impedance Z2 connected to the secondary will appear as a 
larger impedance Z1 = Zz(N1/N2)  2 at the primary, if N1/N2 > 1. 

Examining (2.50), it appears that a transformer with its many turns of wire in the 
primary and secondary--normally suggesting large inductances--does not contribute 
any inductance of its own to the primary or the secondary circuit. A pure resistance 
R2 transforms into a pure resistance R1. This somewhat surprising result is due to the 
cancellation of the two fluxes in the core which are induced by the currents 11 and I2. 
Hence, a transformer acts as an inductance-free device that can change the value of a 
pure resistance. This property is very useful when maximum power transfer is desired 
between a mismatched source and load. 
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FIGURE 2.20 (a) A speaker directly connected to an amplifier would usually be badly mismatched. 
(b) For maximum power transfer, an iron-core (denoted by the vertical bars) transformer is used to provide 
matched conditions. 

EXAMPLE 2.14 It is desired to transfer maximum power from an audio amplifier that 
has a large internal resistance to a speaker with a small internal resistance. Speakers 
typically have small resistances (4, 8, 16 f2) because the wire winding, which is attached 
to the speaker cone and which moves the cone back and forth (thus creating acoustic 
pressure waves), has to be light in weight to enable the speaker to respond well to high 
frequencies. If the amplifier is'characterized by an output impedance of 5000 f2 and the 
speaker by 5 S2, find the turns ratio of an audio transformer for maximum power transfer 
to the speaker. Figure 2.20a shows the mismatch if the speaker were connected directly 
to the amplifier. Only a small fraction of the available power would be developed in the 
speaker. We can show this by calculating the ratio of power dissipated in the speaker to 
power dissipated in the amplifier: Ps~/Psooof2 = 125/125000 -- 0.001 or 0.1%. Thus, 
an insignificant amount of power reaches the speaker. II 

We know from Section 1.6 that for maximum power transfer the load resistance must 
be equal to the source resistance. This matching can be achieved by placing an iron-core 
audio transformer between amplifier and speaker as shown in Fig. 2.20b. Using (2.50), 
we can calculate the turns ratio needed to produce a matched condition. Thus 

 000 
-~2 = ~ = 1 0 0 0 =  

which gives that NI = 33N2. Therefore, a transformer with 33 times as many turns 
on the primary as on the secondary will give a matched condition in which the source 
appears to be working into a load of 5000 f2 and the speaker appears to be driven by a 
source of 5 f2. 
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2.7 SUMMARY 

In this chapter we developed necessary circuit tools needed to analyze electronic cir- 
cuits. As pointed out at the beginning, electronics is an interaction of the three RLC 
circuit elements with active components such as transistors, operational amplifiers, etc. 

�9 Phasor analysis, by introducing complex quantities, gave us a method to analyze 
single-frequency circuits as easily as analyzing DC circuits. By the use of com- 
plex quantities such as impedance Y = R + j X and admittance Y = G + j B, we 
were able to obtain forced responses of current and voltage anywhere in a circuit 
when the forcing function was a sinusoid. 

�9 The frequency response of filters was characterized in terms of cutoff or half- 
power frequency (WE = 1 / R C  or WE = R / L )  and resonance frequency. Res- 
o n a n c e - a n d  resonant frequency 090 = 1/~/LC--was defined in circuits that 
contained inductance L and capacitance C as the condition when input current 
and voltage were in phase. At the resonant frequency the input impedance and 
admittance are purely real quantities. The quality factor Q was defined and it was 
observed that for practical RF circuits Q > 5. 

�9 For a series resonant circuit Q = woL/Rs = 1/woRsC, where Rs is the series 
resistance and the voltage across the inductor and the capacitor was equal but 
opposite and can be larger than the source voltage Vs, i.e., VL = Vc = Q Vs. 

�9 Similarly for a parallel resonant circuit, Q = woRpC = Rp/woL, where Rp is 
the parallel resistance and the current in the inductor and in the capacitor was 
equal but opposite and can be larger than the source current, i.e., IL = Ic = QIs. 
Hence, the series (parallel) resonant circuit acts as a voltage (current) amplifier. 

�9 Frequency selectivity of resonant circuits was determined by the bandwidth B, 
which is related to Q by B = o90/Q, where the bandwidth B = o92 - Wl and 
w2, o91 are the half-power frequencies, i.e., 092 = wo + wo/2Q and o91 = o90 - 
wo/2Q. 

�9 Transformers were shown to be very efficient devices for changing the levels of 
AC currents, voltages, and impedances according to V2/V1 = N2/N1, 12/11 = 
N1/N2, and Z2/Z1 = (Na/N1) 2, where N1 (N2) is the number of turns in the 
primary (secondary) winding. 

P r o b l e m s  

1. Determine the angle by which i leads or lags v = 10cos(wt - 10 ~ if 

(a) i = 5 cos(wt - 20~ 
(b) i = 5 cos(wt - 5~ 
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(c) i = - 5  cos(ogt - 30~ 
Ans: (a) i lags v by 10 ~ i leads v by 350 ~ is also correct because cos(x - 
20 ~ = cos(x + 340~ However, it is customary to express phase differences 
by angles less than 180 ~ 

2. A sinusoidal voltage, expressed by v(t)  -- Vp cos(wt + 0), has a peak value of 50 
V. At t = 0 it is decreasing and has a value of 40 V. Find 0. 

3. Represent the following complex numbers in polar form: 2 + j3 ,  3 - j5 ,  and 
- 7  + j9 .  
Ans: 3.6 exp(j56.5~ 5.8 e x p ( - j 2 6 . 2 ~  and 11.4(j  127.9~ 

4. State the corresponding phasors for the real-time voltages: v(t) - 5 cos wt, 
v(t) = 5 sinwt, v(t) = Vp cos(wt + 0), and v(t) = 120cos(o9t + 0). 

5. Given the phasor currents j 10, 10 + j 10, and 10 - j 10, find the corresponding 
real-time currents. Assume the frequency f of the currents is f -- co/2zr. 
Ans: i( t)  = -10s ino9t ,  14.1 cos(wt + 45~ and 14.1 c o s ( w t - 4 5 ~  

6. Given the phasor currents j 10, 10 + j 10, and 10 - j 10, find the instantaneous 
currents for o9 -- 377 rad/s and t = 1 ms. 

7. Representing vl = 5 cos(ogt - 20 ~ and v2 -- 7 cos(ogt + 30 ~ by phasors, find 

Vl + l ) 2 .  

Ans: 10cos(ogt + 9.4~ 
8. What is the impedance of a 10 f2 resistor and 5 H inductor in series? 
9. A current source of 4 cos cot is connected across a 10 f2 resistor and 20 mH induc- 

tor in series. Find the phasor voltage and the real-time voltage across the series 
combination if the angular frequency is 377 rad/s. 
Ans. 50.1 exp(j37.6~ v(t)  = 50.1 cos(377t + 37.6~ 

10. What is the impedance of the parallel combination of a 1 kf2 resistor and a 100 
mH inductor at a frequency of 1 kHz? 

11. What is the impedance of a resistor R in series with a parallel combination of a 
capacitor C and inductor L. Assume angular frequency o9. 
Ans: Z -- R + jogL/(1 - o g z L C ) .  

12. For the circuit shown in Fig. 2.3, draw the phasor diagram for all voltages. As- 
sume co = 100, L -- 1 H, C = 50 /xF, R = 100 f2, and source voltage 
1) = 200 cos cot. At this frequency, is this an inductive or capacitive circuit? 

13. 

10Of2 

1H 
501aF 200 coso) 

Fig. 2.21 

In the circuit shown in Fig. 2.21, use phasor analysis to calculate the real-time 
voltage VR(t) across resistor R. Assume o2 = 1000 rad/s. 
Ans. VR = 196.1 cos(1000t + 11.3 ~ 

14. For the two-mesh circuit shown in Fig. 2.21, use mesh analysis and the phasor 
method to find the phasor and real-time current in the inductor. 
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15. In the circuit of Fig. 2.5a interchange the inductor and capacitor, and then solve 
for the phasor current in the resistor. 
Ans: IR = 0.5 + j0.5. 

16. Similar to impedance, resistance, and reactance, which are measured in ohms (S2), 
admittance, conductance, and susceptance are measured in siemens (S). Find the 
admittance, conductance, and susceptance of a 100 f2 resistor in series with a 
10/zF capacitor at an angular frequency of 1000 rad/s. 

17. A low-pass filter is shown in Fig. 2.6a. If the comer frequency is to be 400 Hz, 

(a) Find R if C = 0.5 #F, 
(b) Find the voltage gain at 600 Hz. 

Ans: (a) 795.8 f2; (b)0.55. 

18. Find the half-power frequency (in hertz) for the high-pass filter shown in Fig. 2.7a, 
given that C = 1/zF and R = 10 kf2. 

19. A high-pass filter is shown in Fig. 2.7a. If the cutoff frequency is to be 400 Hz, 

(a) Find C if R = 1 kf2, 
(b) Is this a phase-lead or phase-lag network? 
(c) What is the power gain in decibels at 200 Hz? 

Ans: (a) 0.398/zF; (b) phase-lead; (c) -6 .99  dB. 

20. A series resonant circuit is used to tune in stations in the AM broadcast band. If 
a station, broadcasting on 870 kHz, is to be received and the fixed inductor of the 
resonant circuit is 20 #H, find the capacitance of the variable capacitor. 

21. To eliminate an interfering frequency of 52 MHz, design a series resonant circuit 
to be inserted as a shunt. You have available a 10 pF capacitor. Determine the 
required inductance. 
Ans: 0.94/zH. 

22. The applied voltage to a series resonant circuit like that shown in Fig. 2.2a is 1 V. 

(a) Determine how much larger the voltages across L, C, and R are at resonance. 
Use the values R = 0.1 g2, L = 0.1 mH, and C = 0.01/zF, and first calculate 
the resonance frequency. 

(b) Should VL and Vc be larger than 1 V, explain how this is possible. 
Ans: (a) VL = j l 0 0 0  V, Vc = - j l 0 0 0  V, and VR = 1 V. 

23. Repeat Problem 22, except now change R to 10 ~. What conclusion can you 
draw by comparing the two answers? 

24. For the resonant circuit of Problem 22, calculate the power delivered by the volt- 
age generator. 
Ans: 10 COS 2 ogot W. 

25. In the parallel resonant circuit of Fig. 2.13, R = 5 f2, L = 1 mH, and C -- 100 
pE 

(a) Find the resonant frequency, the Q of the circuit, and the bandwidth. 
(b) If it is desired to double the bandwidth, what changes in the parameters of the 

circuit must be made? 
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26. In the FM radio band, which spans the frequencies from 88 MHz to 108 MHz, 
stations must be separated by 0.20 MHz. To avoid overlapping, stations must 
broadcast with a bandwidth less than that. If the bandwidth of an FM station, 
which has a cartier frequency of 100 MHz, is 70 kHz, calculate the Q-factor of 
the receiving circuitry. 
Ans: 1429. 

27. Parallel resonant circuits are used to select frequencies because the voltage and 
impedance peak at resonance. Calculate the impedance of the resonant circuit 

28. 
specified in Problem 25. 

. 

it \ 
V,:lO ' IS o Fig. 2.22 

For the parallel resonant circuit shown in Fig. 2.22, find Vo/~ for all frequencies. 
Ans: jogL/[R(1 -o92LC) + jwL]. 

29. For the parallel resonant circuit shown in Fig. 2.22, 

(a) Find the resonance frequency o90. 
(b) Find Vo/Vi at resonance and show that the output voltage Vo (VL or VC) rises 

to equal the input voltage Vi at the resonant frequency. 

30. For the parallel resonant circuit shown in Fig. 2.22, 

(a) Find IR, IC, and IL at resonance. 
(b) What is the source current at resonance and what is the impedance (V/IR) of 

the circuit at resonance? 
Ans: (a) IR = 0 at co0, Ir -- jogoCVi, IL -- -jcooCVi; (b) Ii = O, Zi = c~. 

31. For the values Vi = 10 V, R = 5 kg2, C = 100 pF, and L = 10/zH in Fig. 2.22, 

32. 

(a) Calculate the resonant frequency o9o. 
(b) Calculate IR at co = 2.83.107. 

l 
lOpF 

10~ 

lmH 
Fig. 2.23 

For the resonant circuit shown in Fig. 2.23 find the resonant frequency f ,  the Q, 
and the bandwidth of the circuit at resonance. 
Ans: 1.59 MHz, 103, and 1.59 kHz. 

33. In Example 2.5, which utilizes what is basically a parallel resonant circuit, the 
calculation for Q was carried out in terms of the expression Q = ogL/R, which 
is the Q-expression for a series resonant circuit. Starting with the Q-expression 
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for the parallel resonant circuit shown in Fig. 2.12a, which is Q = R/coL, show 
that for the resonant circuit of Fig. 2.13 it is valid to use coL/R to calculate Q. 

34. For the circuit shown in Fig. 2.23, 

(a) Find the impedance at resonance. 
(b) Find the voltage across the circuit at resonance when a current of 1 #A is 

flowing into the circuit. 
(c) Find the capacitor current at resonance. 

Ans: (a) 10 Mr2, (b) 10 V, and (c) 1 mA. 

35. Calculate the power dissipated in the transmission line shown in Fig. 2.15 by 
using the power expression given by (2.36). 

36. In Example 2.5, is the instantaneous power supplied by the source ever negative? 
If yes, for how many degrees out of every 360 ~ cycle? 
Ans: 64 ~ Hint: review Figs.l.4, 1.5, and 1.7. 

37. In the series circuit of Fig. 2.2a, assume the rms source voltage is 120 V, 60 Hz 
and that R = 20 ~,  L = 2 H, and C = 2 # E  

38. 

(a) Calculate the average power delivered by the source. 
(b) Calculate the power factor. 

a 

24 

I 

b 

12V 

0 

-12V 

~ t  

Fig. 2.24 

~t  

(a) A square wave is shown in Fig. 2.24a. Find the rms voltage of this waveform. 
(b) If this waveform is passed through a series capacitor, which removes its DC 

level so it looks like that in Fig. 2.24b, find the rms voltage of this waveform. 
(c) If the Fig. 2.24b waveform is rectified, leaving only the positive voltages, find 

the rms voltage of the rectified waveform. 
Ans: (a) 16.97 V, (b) 12 V, and (c) 8.49 V. 

39. A pure inductance of 10 f2 is placed across a 220 V rms AC generator. What 
resistive load can be in parallel with the inductance if the current in the circuit is 
limited to 40 Arms? 
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40. A motor is connected to a 120 V rms, 60 Hz line. The motor is rated at 2 kVA 
and operates with a power factor of 0.8. 

(a) Find the apparent and real power. 
(b) What is the current flowing into the motor? 
(c) Find the resistance R and inductance L of the motor. 

Ans: 2000 VA, 1600 W; 16.67 A; and 5.76 f2, 0.11 H. 

41. It is desired to run the motor in the previous problem with a power factor of 
unity. To achieve this, a capacitor C is connected in parallel across the motor, 
which results in a circuit like that shown in Fig. 2.13. Calculate the value of C to 
achieve this condition. O 42. I ~L ~ Ic 

(.) c Fig. 2.25 

2.3kV T 
Q 

In Fig. 2.25 the load ZL is 27 kW at a power factor of 0.75. The voltage at the 
load is 2.3 kV, 60 Hz. For power factor correction a capacitor is connected in 
parallel with the load. What size capacitor C must be used to change the power 
factor to a more favorable 0.93? 
Ans: 6.6/zE 

43. A motor can be represented by a resistance R and inductance L in series. If this 
motor has a power factor of 0.866 at a frequency of 60 Hz, what will the power 
factor be for a frequency of 440 Hz? 

44. Design a transformer that will provide at the secondary 12 V at 5 A when the 
primary is connected to 120 V, 60 Hz. Determine the number of turns in the 
primary and secondary windings if the core has a cross section of 2 cm 2 and the 
core flux is not to exceed 0.5 T. 
Ans: 4505, 451. 

45. In the previous problem, if the load is a resistive 2.4 f2, how much power is 
delivered to it? 

46. In a 60 Hz transformer, the maximum flux density is 1.5 T. What area of core is 
needed to produce 2 V per turn of winding? 
Ans: 50 cm 2. 

47. Audio amplifiers use transformer coupling between the final amplifier stage and 
a speaker to match impedances and in order to avoid having the DC current of the 
final stage flow through the speaker coil. We wish to connect an 8 S2 speaker to 
an 8000 f2 amplifier. Calculate the turn ratio of the output transformer. 

48. A doorbell is connected to a transformer whose primary contains 3000 turns and 
which is connected to 120 V AC. If the doorbell requires 0.2 A at 10 V, find the 
number of turns necessary for the secondary winding and the current that flows in 
the primary. 
Ans: 250, 16.7 mA. 
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Diode Applications 

3.1 INTRODUCTION 

A diode is our first encounter with a nonlinear element. Recall that R, L, and C are 
linear elements, meaning that a doubling of an applied voltage results in a doubling 
of current in accordance with Ohm's law. A diode, which has two terminals, or two 
electrodes (hence di-ode), acts more like an on-off switch. When the diode is "on," it 
acts as a short circuit and passes all current. When it is off, it acts as an open circuit and 
passes no current. The two terminals of the diode are different and are marked as plus 
and minus. If the polarity of an applied voltage matches that of the diode (referred to as 
forward bias), the diode turns "on" and functions as a short circuit (it mimics a switch 
in the on positon). When the applied voltage polarity is opposite (reverse biased), the 
diode is off. Another good analogy to a diode is the plumber's check valve which allows 
water in a pipe to flow in one direction but not in the other. To explain this fascinating 
behavior of a diode requires some solid-state physics, which we will leave for the next 
chapter. In this chapter we will explore practical applications of the diode. 

A diode is also referred to as a rectifier. For example, placing a diode in series in 
a circuit that carries an alternating current will result in a current that flows in only 
one direction, determined by the forward bias. Hence the current is rectified. Perhaps 
the greatest use of diodes is in power supplies where an AC source, typically 120 VAC 
supplied by the power utilities, is converted to a DC source. 

3.2 RECTIFICATION 

3.2.1 Ideal and Practical Diodes 

Figure 31a  shows the v i characteristics of an ideal diode which are also part of the 
characteristics of an on 'off  switch We will use these characteristics to approximate 

91 
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a b 
ideal diode on-off switch 

i i 

i i i ~ l  i ~ , ,  
j ' o n "  r.b. 

/ 0 0 0 
"off" 

FIGURE 3.1 (a) Symbol and current flow direction of an ideal diode. The on-off states of an ideal diode 
mimic those of an on-off switch. (b) A practical diode and its v-i characteristics. 

those of a practical diode, Fig. 3.1 b, such as the popular IN4002, which is used in small 
power supplies. 

The v-i characteristics of the IN4002 are shown in Fig. 3.lb. Note that although 
in general the ideal diode is a good approximation to the practical diode, significant 
differences exist. The differences relate to the operating range of the practical diode 
and provide guidance when a more accurate model than the ideal diode is needed. The 
most obvious differences are: 

(a) Under forward bias conditions it takes a finite forward voltage of approximately 
0.7 V for a practical diode to conduct. This voltage drop is maintained during 
conduction. 

(b) The maximum forward current is limited by the heat-dissipation ability of the 
diode; for the IN4002, for example, maximum forward current is 1000 mA = 
1A. 

(c) There is a small but finite reverse current. The reverse current is usually of no sig- 
nificance in a practical circuit as it is in the nanoampere range (note the different 
scales in Fig. 3.1 b for forward and reverse current). 

(d) Every diode has a maximum reverse voltage that cannot be exceeded. If it is, 
the diode breaks down and shorts, and a large reverse current flows that causes 
the diode to overheat and be permanently damaged. For the IN4002, the reverse 
breakdown voltage is 100 V. If there is a chance that the breakdown voltage will 
be exceeded in a circuit, a diode with a larger breakdown voltage must be used. 

3.2.2 Half-Wave Rectifier 

If a diode and load resistor are connected in series with an AC source as shown in 
Fig. 3.2a, the resultant voltage Vo = ioRL and current io through the load resistor RL 
are as pictured in Fig. 3.2b (assuming the diode is ideal, i.e., ignoring the 0.7 V drop 
when the diode conducts, and assuming the diode is open-circuited when it does not 
conduct). It is a pulsating current, but it is DC. Note that the term DC voltage can mean 
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F I G U R E  3.2 (a) A half-wave rectifier circuit. (b) The pulsating DC voltage Vo across load resistor RL. 

constant voltage (a battery voltage, for example) or a variable voltage with constant 
polarity. Hence, the circuit of Fig. 3.2a changes AC into DC. If we could smooth out 
the pulsating DC, we would obtain a DC voltage of 

1 fo T/2 Vp Vave = VDC = -~ Vp sin wt dt = (3.1) 

where the applied voltage is v = Vp sin cot, period T -- 1 / f ,  and o9 = 2zrf. Thus, the 

average or DC voltage, if the applied voltage is 120 VAC, would be 120~/2/rr or 54 V. 
The DC current flowing through the load resistor RL is IDC = Vp ~re RL. 

EXAMPLE 3.1 The input to the half-wave rectifier of Fig. 3.2a is 120 VAC. If the 
resistance Rd of the diode during conduction is 20 f2 and the load resistance RL -- 1000 
f2, find the peak, DC, and rms load currents and the power dissipated in the load and 
the diode. 

The peak load current is Ip : Vp/(RL + Rd) "- 120~/2/(1000 + 20) = 0.166 A. 
The DC current from (3.1) is loc  = Ip/zr = 0.053 A. The rms current, from (2.41), is 

/eft = i 2 dt = (Ip sin ogt) 2 d t =  Ip/2 - 0.083 A 
dO 

The total input power to the circuit is Pt = PL + Pa. The power dissipated in the load 
is PL = I~sRt, = 0.0832 �9 1000 = 6.92 W, and the power dissipated in the diode is 
Pa = I~sRa = 0.14 W. The total power supplied by the source is therefore 7.06 W. 

B 

Note that, in the above calculations, we are neglecting the 0.7 V voltage drop across 
the diode during the conducting phase. Also note that the peak reverse voltage across 
the diode during the nonconducting phase is 120,,/2 = 170 V, which the diode must be 
capable of withstanding. 

3.2.3 Full-Wave Rectifier 

The half-wave rectifier uses only half the input waveform. An arrangement that can use 
all of the input waveform is the full-wave bridge rectifier, shown in Fig. 3.3a. Current 
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FIGURE 3.3 (a) A full-wave bridge rectifier. (b,c) Conduction path when the input polarity is as shown. 
(d) Output voltage Vo of the full-wave rectifier. 

flows in the same direction through the load resistor, for both polarities of the input 
voltage. This is accomplished by having two forward-biased diodes in series with RE at 
any time, as shown in Figs. 3.3b and c. In Fig. 3.3b, the input voltage has a polarity that 
makes the top input terminal positive; hence, only the two diodes shown are forward 
biased and are conducting. As the input voltage reverses, the bottom terminal becomes 
positive. Now the remaining two diodes conduct, while the previous two are open- 
circuited, as shown in Fig. 3.3c. The result is that current flows through RE at all times, 
as shown in Fig. 3.3d. One should remember that in a full-wave rectifier two diodes are 
always in series with a resultant voltage drop of 1.4 V. When designing a low-voltage 
power supply, this could be a substantial voltage drop that is not available to the output 
voltage Vo. 

The average voltage of a full-wave rectifier is given by 

1 fo T/2 2Vp 
g a v e  --" V D C  --" T/2 Vp sin cot dt = Jr (3.2) 

If 120 VAC is the input voltage, the full-wave rectifier has the potential to produce twice 
the voltage of a half-wave rectifier, i.e., 108 VDC. 
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3.2.4 Rectifier Filters 

The pulsating waveforms generated by rectification are not very useful, but can be 
smoothed to produce almost perfect DC. For that purpose we can use the inertia prop- 
erties of capacitors and inductors. Recall that a capacitor smoothes the voltage across it 
and an inductor smoothes the current through it. 

Another way of looking at rectifiers is as follows: the pulsating voltage which is 
produced has high-frequency components as well as DC. What is therefore needed is 
a low-pass filter, which would pass the DC but would limit passage of the high fre- 
quencies. The simplest low-pass filter (an RC filter, Fig. 2.6) is a capacitor in parallel 
with the load resistor as shown in Fig. 3.4a. The capacitor voltage, shown in Fig. 3.4b, 
which is also the output voltage, is now much smoother than the pulsating waveform of 
a simple half-wave rectifier. It is interesting to see how this comes about. Basically the 
capacitor stores energy which decays exponentially during the discharge phase when 
the capacitor provides energy to RL. The energy in the capacitor is periodically replen- 
ished during the charging phase when the diode conducts. It is analogous to maintaining 
a steady flow of beer from a tap that is attached to the bottom of an open barrel of beer. 
As the level of beer in the barrel decreases, imagine that a bucket of beer is periodically 
dumped into the barrel, maintaining the steady flow at the tap. 
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FIGURE 3.4 (a) A capacitor across the load resistance will smooth the pulsating DC. (b) The smoothed 
voltage. The circuit during (c) charge and (d) discharge. 
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Figure 3.4c shows the equivalent circuit during the charging phase. Diode current id 
flows during the time interval tl - to and provides the charging current ic = Cdvo/dt 
as well as the load current iL = vo/RL. The small resistance (fraction of an ohm to 
several ohms) of the diode during conduction is given as Rd. This makes for a small 
time constant RdC, implying that the capacitor is being charged quickly and hence 
the capacitor voltage Vo can easily follow the sinusoidal input voltage v. Hence, Vo 
increases to the peak level Vp of the input voltage v = Vp sin cot. Then, as v decreases 
but Vo holds to Vp, the diode becomes reverse-biased and opens. 

Figure 3.4d shows the discharge phase. During the time interval tz-tl the diode is 
open, essentially disconnecting the input voltage from the capacitor. The capacitor is 
left alone to supply energy to RL, which it does while discharging with a time constant 
of RLC. As RL is typically much larger than Rd, the time constant RLC is now large 
and the exponential drop in capacitor voltage from Vp is small. 

Practical filters are usually designed to have a negligible drop in capacitor voltage 
during the discharge phase. If this is the case, the output voltage can simply be approx- 
imated as 

Vo = Voc -~ Vp (3.3) 

and the load current as Ii. = loc  = Vp/RL. In that sense a rectifier and a rectifier 
with a filter are fundamentally different. A rectifier by itself can only produce a DC 
level, given by (3.1) and (3.2), which is substantially less than Vp, whereas a rectifier 
when combined with a capacitor filter can substantially increase the DC output voltage 
to approximately the peak input voltage Vp. 

3.2.5 Ripple Voltage Remaining after Filtering 

The capacitor filter does a creditable job of producing DC. Nevertheless, after smooth- 
ing the pulsating waveform, as shown in Fig. 3.4b, a significant ripple voltage remains 
which we would now like to quantify. During the discharge period, the capacitor voltage 
decays exponentially: it begins with Vp and at the end of the discharge period, t = t2, 
is equal to 

t)o = Vpe - ( t2- t l ) /Rt 'C (3.4) 

The discharge time is on the order of the period T of the input voltage; hence we can 
approximate tz-tl ,~ T. The ripple voltage Vr is then the difference between Vp and the 
voltage at the end of the discharge period, i.e., 

r Vp 
Vr = A1)o = Vp - Vpe  -T /R LC  ~" Vp R L C  --  f R L C  (3.5) 

where it is assumed that we have chosen the time constant to be much longer than the 
period of the input voltage, i.e., T/RLC << 1, which will guarantee a small decay 
during discharge and hence a small ripple voltage. Furthermore, we have used the 
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approximation e A ------- 1 + A when A << 1 and T = 1/ f ,  where T and f are the period 
and frequency of the input voltage. 

The last term in (3.5) can be considered as a design equation for capacitor filters. It 
states that the ripple voltage is inversely proportional to capacitance. The other terms 
in (3.5) usually cannot be changed as the peak voltage Vp, the frequency f ,  and the 
load resistance RE are fixed in practical situations. Hence it pays to use the largest 
capacitance possible as this will give the smoothest DC. A word of caution though: at 
the time when the power supply is turned on, the uncharged capacitor presents a short 
which can result in unacceptably high initial currents passing through the diode. Such 
currents could easily burn the diode out unless we place a small resistance in series with 
the diode which would limit the initial current to values within the diode specifications. 

EXAMPLE 3.2 Find Vo and the ripple voltage 1) r when the output of a full-wave rec- 
tifier, shown in Fig. 3.3d, is applied to a load resistor RE with a capacitor filter. That is, 
replace the half-wave rectifier with a full-wave rectifier in Fig. 3.4a. 

The output voltage Vo of a filtered rectifier is shown in Fig. 3.4b. In the case of the 
full-wave rectifier, the negative part of the input voltage is flipped up, so the input to 
the capacitor is the waveshape given in Fig. 3.3d. Hence, the DC input pulses occur 
at twice the rate of the half-wave rectifier, allowing the capacitor only half the time to 
discharge before the diode conducts and recharges the capacitor. The implication is 
that the DC output voltage is even better approximated by Vp than in the case of the 
half-wave rectifier. However, an even more important implication is that the discharge 
period is now approximately one-half the input period, or t2 - tl ~ T/2. Thus, the 
ripple voltage in (3.5) becomes 

T Vp (3.6) 
l) r "-" Wp 2RLC = 2 f RLC 

and is seen to be one-half as large as that for the half-wave rectifier. Furthermore, if 
a 60 Hz input voltage is used, the ripple voltage has a frequency of 60 Hz for a half- 
wave rectifier but a frequency of 120 Hz for the full-wave rectifier, which usually is less 
objectionable and is easier to smooth if additional filtering is needed. 1 

In a practical situation, we might need to supply a DC voltage of 170 V to a load 
represented by RL = 1 kf2. If the tipple voltage must be less than 3 V, we need a 
capacitor with a capacitance of C = 170/3 �9 2 . 6 0 .  1000 = 472. 10 -6 F -- 472 #F, 
assuming 120 V AC at 60 Hz and that a full-wave rectifier was used. The load current 
flowing in the load resistor is IL = I OC = Vp/RL. If other DC voltages are needed, a 
step-up or step-down transformer is used to supply the correct input voltage. II 

3.2.6 Voltage Doubler 

An easy way to double DC voltage is to use the circuit shown in Fig. 3.5. Two half- 
wave rectifiers in series charge the top capacitor to Vp when the input voltage swings 

1Note that the period of full-wave rectifier output is one-half the period of sinusoidal input. Hence the 
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positive and charge the bottom capacitor to Vp when the input voltage swings negative. 
As the polarities of the charged capacitors are in phase, the voltage at Vo is double the 
peak input voltage. The voltage at Vo is like that of a full-wave rectifier; that is, since 
both halves of the input voltage are used, the ripple frequency is 120 Hz, if the input 
frequency is 60 Hz. The applicable formula for ripple voltage is therefore (3.6). As in 
the rectifiers considered above, when a load resistor is connected, current is supplied to 
the load resistor by the discharge of the capacitors. 

3.3 C L I P P I N G  A N D  C L A M P I N G  C I R C U I T S  

We will now see how diodes make elementary waveshaping circuits possible. At times 
it is desirable to limit the range of a signal or to remove an unwanted portion of a signal. 

3.3.1 Clipping 

A typical function of a clipping circuit is to cut off part of an input waveform. For 
example, the clipper shown in Fig. 3.6a cuts off the input waveform that goes above the 
value V1 and below -V2. Since both diodes are reverse biased by batteries V1 and V2, 
whenever input voltage v exceeds V1, diode one conducts and places battery voltage V1 
at the output. The difference voltage v - V1 is dropped across R. A similar process 
occurs when the input signal swings negatively. Hence the sinusoidal waveshape is 
altered and becomes the clipped output voltage Vo, shown in Fig. 3.6b. If V1 and V2 
are much smaller than Vp of the input, a waveshape is produced that looks like a square 
wave. The transfer characteristics of such a circuit are shown in Fig. 3.6c. 

frequency of full-wave rectifier is twice that of the sinusoidal input. A half-wave rectifier; on the other hand, 
has the same period as the sinusoidal input. 
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FIGURE 3.6 (a) A clipper circuit that limits the input voltage to + V 1 and -V2.  (b) The clipped output 
voltage. (c) The transfer characteristics Vo vs v of the clipper circuit. 

3.3.2 L imi t e r s  

Clippers can be used as protection circuits against voltage overshoot. For example, it 
is clear that the clipper of Fig. 3.6a will not allow the voltage Vo to go past -t-V1 and 
-V2. Therefore, if both batteries are removed (i.e., replaced by shorts in Fig. 3.6a), the 
output will be zero as one of the diodes will always be conducting. The validity of that 
statement is based on the diodes acting as ideal diodes (see Fig. 3.1a). But we have 
learned that a diode is characterized by a forward voltage of about 0.7 V, which must be 
exceeded before the diode will conduct. Therefore, a clipping circuit, Fig. 3.6d, with 
both external batteries removed can serve as a protection circuit in the beginning stages 
of a high-gain amplifier when the input voltages are on the order of millivolts. Such 
high-gain amplifiers saturate easily and need the protection that such a simple circuit 
provides: essentially two opposite diodes in parallel, connected from input to ground, 
which limits the input voltage swings to -t-0.7 V. 

Another use of clippers is in noise limiting. For example, in a radio receiver a se- 
lected signal could be subject to strong noise pulses (sparks, lightning, etc.) which 
distort and add the familiar crackling to the signal. Choosing the bias voltages of the 
batteries in Fig. 3.6a to be somewhat larger than the desired signal will clip the noise 
pulses at that level but pass the signal. 

EXAMPLE 3.3 Show a battery backup system for an electronic clock or timer which 
would engage when the power supply fails. 
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FIGURE 3.7 A battery backup system. 

Let us assume the clock has a built-in power supply that delivers 12 V to the clock 
circuitry. Should the power fail, we would like a 9 V battery to be automatically con- 
nected to the clock circuitry. Figure 3.7 shows such a circuit. When there is no power 
failure and the internal power supply is delivering 12 V, the top diode conducts, con- 
necting 12 V to the clock circuitry. The diode in series with the battery has a 3 V reverse 
bias and is open. During a power failure, the 12 V changes to zero. The top diode then 
becomes reverse biased and opens. This in turn forward biases the diode that is in series 
with the 9 V battery; the diode conducts, connecting the battery to the clock. Of course 
this assumes that 9 V is adequate to keep the clock running properly. II 

3.3.3 Clamping 

If the DC value of a signal needs to be changed (the signal as a whole shifted up or 
down along the vertical axis), a capacitor can be charged to the desired value, and when 
connected in series with the signal source, will give the signal the desired level. Such 
a circuit is called a clamping circuit. Figure 3.8a shows a circuit that clamps the peak 
value of a signal at zero. For positive values of the input voltage v = Vp sin cot, the 
diode conducts and rapidly charges the capacitor to the peak value Vp as the input 
voltage increases to Vp. The RC time constant of the circuit is very small (the only R 
is that of the forward-biased diode, typically less than 1 f2); hence the capacitor voltage 
increases as rapidly as the input voltage until the capacitor is charged to Vp. Then, 
as the input voltage decreases sinusoidally from Vp, the diode becomes reverse biased 
and opens. The capacitor voltage remains at Vp because the open diode prevents the 
capacitor from discharging. The output voltage is now the constant capacitor voltage in 
series with the input voltage, i.e., 

Vo = - Vp + Vp sin cot = Vp (sin cot - 1) (3.7) 

Whatever is connected to the output Vo usually has a sufficiently large resistance that 
the capacitor discharge is negligible. Should there be some discharge, the capacitor will 
be recharged on the next cycle of the input voltage. 

Figures 3.8b and c show circuits that clamp the top of the input signal at the battery 
voltage + V and - V, respectively. In case of Fig. 3.8b we have 

Vo = - V p  + V + Vp sin wt = Vp(sin c o t -  1 ) +  V (3.8) 
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F I G U R E  3.8 These circuits clamp the peak of the input voltage at (a) zero, (b) + V, and (c) - V. 

and in case of Fig. 3.8c, 

V o - - V p -  V + Vp sin cot = Vp(sin c o t -  1 ) -  V (3.9) 

Similarly, the circuits shown in Figs. 3.9a, b, and c clamp the bottom of the input 
signal at 0, - V, and + V volts, respectively. The output voltage for the three circuits is 
Vo - Vp(sin cot + 1), Vo = Vp(sin cot + 1) - V, and Vo = Vp(sin cot + 1) + V. 

3.4 ZENER DIODE VOLTAGE REGULATION 

Even though the capacitive filters in a power supply smooth the rectified voltage, the 
output voltage can still vary with changes in line voltage which can be due to a variety 
of causes, for example, surges when large loads such as motors are switched on and 
off. If some circuits in electronic equipment must have an absolute steady voltage, we 
resort to Zener diodes. Zener diodes are a special kind of diode that can recover from 
breakdown caused when a reverse-bias voltage exceeds the diode breakdown voltage. 
Recall that in Fig. 3.1b we observed that ordinary diodes can be damaged when the 
breakdown voltage is exceeded. Zener diodes, on the other hand, are designed to oper- 
ate in the breakdown region (provided the current does not become too excessive) and 
recover completely when the applied reverse voltage changes to less than the break- 
down voltage. Breakdown occurs always at the same, precise values of voltage. The 
attraction of the Zener diode is that the voltage across it stays very nearly constant for 
any current within its operating range. This feature makes it a good voltage regulator or 
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FIGURE 3.9 Reversing the diode from that in Fig. 3.8 clamps the bottom of the waveshape at 0, - V, and 
+ V, as shown in (a), (b), and (c), respectively. 

voltage reference element. Since Zener diodes are manufactured with a great variety of 

voltages (2 to 200 V), the need of any circuit for a constant voltage can be easily met. 

Typically, a TV set or a quality stereo receiver might have several sensitive subcircuits 
which need a steady voltage supply. 

Figure 3.10a shows a Zener diode voltage regulator. It is a simple circuit consisting 

of a series resistor Rs across which the excess voltage is dropped and a Zener diode, 

chosen for a voltage Vz at which it is desired to maintain the load RE. As the input 

voltage v fluctuates between the values Vmin and Vmax (both must be higher than Vz for 

regulation to take place), the load is maintained at the constant voltage Vz. Figure 3.10b 

shows the variation (/max - Imin) of the Zener current, which is in response to the input 

voltage variations (Vmax- Vmin). Therefore, the current through the Zener diode varies 2 

so as to keep the current through RE constant. The varying Zener current (and the steady 

load current) flows through Rs, which causes a varying voltage across Rs. This in turn 
allows the voltage across the load to remain constant. 

EXAMPLE 3.4 It is desired to hold a load resistance RL at a constant voltage of 100 

V as the input voltage varies between 120 and 110 V. If a voltage regulator of the type 

2The avalanche mechanism is such that when the breakdown begins at the voltage Vz, the current begins 
to flow precipitously with even minor increases in voltage. Hence, for all practical purposes, the voltage 
remains constant at V z. Of course, the current cannot increase beyond a certain value without overheating 
and damaging the diode. Each Zener diode, besides V z, specifies a maximum Zener current. The fact that a 
reverse-bias breakdown current flows in a Zener diode is denoted by the special symbol in Fig. 3.10a, which 
is similar to an upside down diode symbol. 
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F I G U R E  3.10 (a) A voltage regulator is inserted between the input voltage and the load. (b) The Zener 
current iz varies between/max and Imin in response to the varying input voltage so as to keep the load current 
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shown in Fig. 3.10a is to be used, find the best value of Rs to accomplish that purpose, 
given that RL = 10 kf2. 

First, we choose a Zener diode with Vz = 100 V. Second, we must find what the max- 
imum current through the Zener diode under normal operation will be and to make sure 
that it does not exceed the maximum allowed Zener diode current. Then we determine 
Rs. 

To begin with let us assume that the input voltage is fixed at Vmin -- 110 V; then a 10 
V voltage drop across series resistance Rs would leave RL with a voltage drop of 100 
V--the desired condition. For this to happen a current of 10 mA must flow through RL 
and Rs, which would determine the series resistance as Rs = 10 V/10 mA -- 1 kf2. A 
Zener diode would not be needed if the voltage were to remain at 110 V as no Zener 
current would flow even if a Zener diode were present. However, the input voltage 
changes as shown in Fig. 3.10b. The change from 110 V to 120 V is usually not rapid 
but can take place in a matter of seconds, minutes, or even hours. 

As the input voltage rises to 120 V, the current through Rs will rise proportionally. 
To keep RL at 100 V, the current through RL must remain at 10 mA and any excess 
current should flow through the Zener diode. When the input voltage is at Vmax = 120 
V, 20 V is dropped across Rs and 20 mA flows through Rs (10 mA through RL and 10 
mA through the Zener diode). Hence as shown in Fig. 3.10b, the Zener current varies 
between Iz, min - -  0 and Iz, max = 10 mA in response to input voltage variations, while 
the load voltage remains constant at 100 V. 
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The condition Iz, m i n  - -  0 can be used to define an optimum value for Rs, i.e., 

Rs, o p t i m u m  - -  
g m i n -  V z  

IL 

which for our example gives Rs,opt -- (110 V - 100 V)/10 mA - 1 kf2. 
If we know the maximum current Iz, m a x  that the Zener diode can tolerate, we can 

specify a minimum value of Rs that can be used in a Zener diode voltage regulator 
circuit as 

Vmax - Vz 
Rs, r a i n  - -  

Iz, m a x  -+- I L  

If we assume that I z ,  m a x  "-- 30 mA, we obtain for Rs -- (120 - 100)/(30 -t- 10) = 0.5 
kf2 - 500 f2. The advantage of using a smaller resistance for Rs is that if the input 
voltage drops below 110 V, regulator action can still take place. The disadvantage is 
that (i) Rs,min dissipates more power than Rs,opt, (ii) the Zener diode current varies 
between / z , m i n  - -  10 mA and I:, m a x  ---  30 mA, whereas with Rs,opt the Zener current 
varies only between 0 and 10 mA, and (iii) if the input voltage exceeds 120 V, the 
Zener diode current will exceed the maximum allowable current Iz, m a x  and most likely 
damage the diode. II 

There is always some danger that the maximum diode current will be exceeded, 
either by an unexpected upward fluctuation of the input voltage or by a sudden removal 
of the load, which would cause all of the input current to flow through the diode. The 
latter case, that of a sudden open-circuited load (RL = cx~), would usually ruin the Zener 
diode as it is most likely that Iz, m a x  would be exceeded. 

3 .5 S I L I C O N - C O N T R O L L E D  R E C T I F I E R S  ( S C R S )  

3.5.1 Introduction 

A device with widespread application in industry is the silicon-controlled rectifier. It is 
used for speed control of motors, for dimming of lights, for control of heating furnaces, 
and in general wherever control of power is needed. 

Recall that in a rectifier, current starts to flow immediately when the diode becomes 
forward-biased. An SCR is basically a rectifier to which a gate has been added. By 
delaying the application of an enabling signal to the gate, the SCR can delay the on- 
set of the rectified current. Figure 3.11 shows three examples of power control by an 
SCR when three different gating pulses are applied (the input is a sinusoidal voltage 
v = Vp sin cot). Figure 3.1 la shows voltage and current waveshapes that are basically 
those of a half-wave rectifier: the short gating pulses occur at the start of the sinusoid. 
Figure 3.1 l b shows the gating pulses delayed by 90 ~ Because the rectified current is 
delayed until the gating pulses trigger the SCR, only half the power would be delivered 
to a resistive load which is in series with the SCR. Figure 3.1 l c shows a pulse that is 
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FIGURE 3.11 Short gating pulses applied to an SCR control the onset of the rectified current. (a), (b), 
and (c) show that progressively less power would be delivered to a load. 

delayed by almost 180 ~ Very little current flows and very little power is delivered to a 
load. This is the basics of SCR control of power. 

If we call the onset time of the gating pulses as firing time r (which is related to the 
firing angle a by c~ = wr),  we can express the average (DC) value of the current as 

1 fr r/2 Ip lave = -~ Ip sinwt dt = ~-~-(1 + c o s w r )  (3.10) 

To show that the average current depends on the firing angle a ,  we can substitute wr  -- 
ct in the above expression. Hence, if ct or r is zero, (3.10) gives lave = Ip/rC, which 
is the average current for a half-wave rectifier, and was already derived before as (3.1). 
When ct = 180 ~ no current and no power is delivered by the SCR. 

3 . 5 . 2  S C R  C h a r a c t e r i s t i c s  

The symbol of an SCR is shown in Fig. 3.12a, where the terms anode and cathode are 
leftovers from the days of the vacuum tube thyristor, which performed a similar function 
as the solid-state SCR. Typical SCR v-i characteristics are shown in Fig. 3.12b. Note 
that the forward current has both an on- and an off-state. Normally the diode stays 
in the off-state (insignificant current flow from anode to cathode) until a current pulse 
(typically 5-50  mA) is injected into the gate which triggers the on-current state with 
significant flow of current, which can be as high as several thousand amperes for the 
larger SCRs. In the on-state, the voltage Vac across the SCR is only a few volts. The 
SCR could also be triggered, without gate current injection, if Vac exceeds the breakover 
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FIGURE 3.12 (a) The SCR symbol. (b) Voltage-current characteristics of an SCR. (c) A simple SCR 
speed control circuit for a DC motor. 

voltage Vbo (typically in the hundreds of volts). If this happens, the SCR conducts and 
the voltage Vac drops to one or two volts. The practical way to trigger an SCR is by gate 
current injection, though. Once triggered, the device will stay on irrespective of what 
the triggering pulse does subsequently. Gate current is required only long enough to 
build up full anode current, typically on the order of microseconds with resistive loads. 
However, there is a minimum holding current, lh (typically 100 mA), required to keep 
the on-current going. Once forward current starts flowing, it can continue indefinitely 
until something in the external circuit reduces current flow to below the lh value. The 
key feature of an SCR is that a small gate current can "fire," or trigger, the SCR so 
that it changes from being an "open" circuit into being a "short" circuit. The only way 
to change it back again is to reduce the anode current to a value less than the holding 
current lh. 

It is not necessary to use very short pulses in the gate circuits. Other periodic wave- 
shapes can also trigger the SCR and might be more practical if they are easier to gener- 
ate, although short pulses are the most efficient. Recall that triggering is accomplished 
by injecting a small amount of current into the gate at the desired time. Even a sinu- 
soidal waveshape, delayed correctly, can accomplish that. Frequently RC circuits of the 
type considered in Fig. 2.6 are used to provide a phase-delayed gate voltage (for design 
of such gate voltages the student is referred to SCR manuals). Remember that once 
conduction begins, the gate loses control and the SCR remains in the high-conduction 
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state until the anode potential is reduced to practically zero volts. Figure 3.12c shows a 
simple SCR circuit to control the speed of a DC motor. 

The main reason for the use of SCRs is efficiency of power control. If we were to 
use a variable resistance (potentiometer) in series with the load to reduce the voltage 
to the load, we would waste valuable power in the series resistance, which would be 
particularly serious when large amounts of power are involved. The SCR, on the other 
hand, wastes little power when the load receives little power. Also, if the half-wave 
rectifier action which the SCR provides (the SCR conducts current in one direction 
only) is inadequate, a full-wave rectifier (current flow in both directions) can precede 
the SCR. As both halves of the input sinusoid are now used, the power available to the 
load is doubled. Such a doubling of power is also possible without the use of a full-wave 
rectifier. A Triac, which consists of two SCRs back-to-back, is a three-terminal (gate, 
anode, and cathode leads, similar to Fig. 3.12a) device which permits full control of 
AC. It is very popular in dimmer switches and speed control of motors. 

EXAMPLE 3.5 Calculate the power in watts available to a 10 W motor which is con- 
trolled by an SCR as shown in Fig. 3.12c (for simplicity, let us ignore the inductance of 
the motor winding). The combination is connected to a 117 V AC line. Calculate the 
power corresponding to the three v-i figures in Fig. 3.11. 

An applied periodic gate voltage, which is progressively shifted from 0 ~ to 90 ~ and 
then to almost 180 ~ results in motor current flow as shown in Figs. 3.11 a, b, and c. The 
effective current in these figures is given by (see the equation in Example 3.1) 

~1  fr T/2 I r m s  - -  (lf 
  

(Ip sin cot) 2 dt -- ~ (Ip sin cot) 2 dcot 

I__s / c~ sin 2ct 
= 2 ~ 1  + ~  Jr 2rr 

(remembering that the SCR is basically a half-wave rectifier which delays the flow of 
current by r seconds). In the above expression we have made the transformation from 
time t to phase angle cot by making the substitution cot - ot and coT = 2zr. Now, 
the power P delivered to the motor which is representative by a load with resistance 
R = 10 f2 is P = IZs R or P = VZs/R. Since the voltage but not the current is 
specified, we can use Ohm's law, Ip = Vp/R, and express power as 

p = I2sR = (Vp/2)2 ( Jr~ + sin2c~)27r 

The power delivered to the motor, corresponding to Fig. 3.11a (when ot = 0), is 
P = [(117~/2V)/212/10 f2 = 684.45 W. The power delivered to the motor, corre- 
sponding to Fig. 3.11b (when ct = re/2), is P - [(117~/~V)/2)2/10 f2 (1 - ~) - 
6844.5/10 f2 (1/2) - 342.23 W. Finally, the power delivered to the motor, correspond- 
ing to Fig. 3.11 c (when ct ~ rr), is P ~ 0 W. Note that we are discussing starting power 
in this example. Once the motor starts turning, conditions will change. 
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In this example, we started with the calculation of the effective current Irms, because 
the load current was explicitly shown in Fig. 3.11. We could have started as well with 
voltage and obtained the same results because the load voltage mimics the load current 
in the SCR circuit of Fig. 3.12c. This can be seen as follows: when the SCR is turned 
off and no current flows through it, it is an open circuit, and hence the line voltage 
develops across the open SCR and the voltage across the motor is zero-- just  as the 
current is. When current flows through the motor, that is, when the SCR conducts, the 
voltage drop across the conducting SCR is about 1 Vwhence  most of the line voltage 
is dropped across the motor. Of course the mimicking between current and voltage 
in a resistive load was implied when we used Ohm's  law, Ip = Vp/R, in the above 
calculations, i 

3.6 S U M M A R Y  

�9 A diode was portrayed as a kind of on-off  switch. Such a model has obvious lim- 
itations: an on-off  switch passes current in either direction and a diode does not. 
In this idealized picture, a forward-biased diode conducted current (the switch 
was on) whereas a reverse-biased diode did not (the switch was off). A more 
realistic model for a diode included a forward voltage drop of 0.6-0.7 V (some- 
times referred to as an offset voltage or contact potential) which stayed constant 
while the diode was conducting. The remarkable characteristic of a semiconduc- 
tor diode is the speed with which it can switch from conducting to nonconducting. 
Switching times can be nanoseconds or less. 

�9 Electronic equipment needs a constant voltage to function properly, with a bat- 
tery as an ideal power supply. One of the most important uses of a diode is in 
rectification which converts AC to DC. All electronic equipment has a power 
supply which performs this function in addition to filtering the rectified voltage 
so a smooth and steady voltage is produced. Rectifiers can be of the half-wave 
or the full-wave type, with the full-wave type being more efficient. Zener volt- 
age regulation can be used in critical parts of a circuit that need to be kept at a 
constant voltage even if the DC voltage of the power supply varies in response to 
power line voltage variations. 

�9 Diodes are also used in waveshaping circuits, for example, when the DC level of 
a signal needs to be changed or in clipping circuitry when tops or bottoms of a 
signal need to be eliminated. 

�9 Finally we introduce a useful modification of a diode in the form of a silicon- 
controlled rectifier. An SCR is a diode with a gate added, which when an appro- 
priate signal is applied to the gate, can control the onset of the rectified current 
and thus can control the amount of power reaching a load. Popular use is in DC 
motor speed control and in light dimmers. Industrial SCRs have current ratings 
in the thousands of amperes and are able to control large amounts of power. 
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P r o b l e m s  

1. Calculate the DC output current from the half-wave rectifier circuit shown in 
Fig. 3.2a. The rms input voltage is 120 V AC and RL = 150 f2. 

2. A half-wave rectifier diode, which has an internal resistance of 20 f2 while con- 
ducting, is to supply power to a 1 kf2 load from a 110 VAC (rms) source. Calculate 

(a) The peak current. 
(b) The DC load current. 
(c) The rms load current. 
(d) The total input power. 

Ans: (a) 152.5 mA, (b) 48.5 mA, (c) 76.2 mA, (d) 5.92 W. 

3. Calculate the DC output current from the full-wave rectifier circuit shown in 
Fig. 3.3a. The rms input voltage is 120 V AC and RL = 150 f2. 
Ans: 0.72 A. 

4. Repeat Problem using four 20 f2 diodes in a full-wave bridge rectifier circuit. 
5. Design a half-wave rectifier with capacitor filter to supply 40 VDC to a load of 

RL ----- 2 kf2. Assume the rectifier is connected to a 120 V AC, 60 Hz line by a 
transformer. Find the turns ratio of the transformer and the capacitance if the 
ripple voltage is not to exceed 1% of the DC voltage. 
Ans: C = 833 mF, N1/N2 = 4.24. 

6. Referring to Example 3.2, redraw Fig. 3.4b for a full-wave rectifier. Sketch the 
output voltage Vo (identical to load voltage) and the diode charging current id for 
at least two periods of the input voltage. 

7. Determine the peak voltage of the full-wave bridge rectifier, shown in Fig. 3.3a, 
assuming the diodes are ideal but have a forward voltage drop (offset voltage) of 
0.7 V. The input voltage is 120 VAC. 
Ans: 168.5 V. 

8. A full-wave bridge rectifier with a capacitor filter supplies 100 VDr with a tipple 
voltage of 2% to a load resistor RE = 1.5 kf2. If one of the diodes burns out (open 
circuit), calculate the new DC voltage and the tipple voltage that will be supplied 
to RL. 

9. The voltage-doubler circuit shown in Fig. 3.5 has a load resistance RL = 1 kf2 
connected to it. If the input voltage is 120 V AC, 60 Hz, and if the voltage drop 
between charging pulses is to be less than 10% of the DC output voltage, specify 
the smallest value of capacitance needed for the capacitors. 
Ans: 41.7 mF. 

10. Sketch the transfer characteristic and the output voltage Vo for the clipper circuit 
of Fig. 3.6a. Assume the input voltage is v = 10 sin cot and V1 = 3 V and V2 = 0. 

11. If V = 5 V in the clamping circuit of Fig. 3.9b, draw the output voltage Vo if the 
input voltage is v = 2 sin cot. 
Ans: The minimum point of the input voltage v will be clamped at - 5  V. 

12. Design a circuit that will clamp the maximum of any periodic voltage at = 4 V. 
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13. Design a simple modification to the battery backup circuit of Fig. 3.7 so that when 
the power supply is on, the battery is charged at a current of 5 mA. 

14. The voltage regulator shown in Fig. 3.10a, in which the Zener diode has a break- 
down voltage of 20 V, is used to regulate the voltage across the load resistor RE at 
20 V. The input voltage is v = 30 V and RL = 1000 f2. For Rs you have available 
two resistors (100 f2 and 1000 ~). Which resistor would you choose? Justify by 
calculations. 
Ans: 100 ~. 

15. The Zener diode shown in Fig. 3.10a has a voltage breakdown of 100 V with a 
maximum rated current of 20 mA. If the supply voltage is 150 V, find the range 
of load resistance RL over which the circuit is useful in maintaining RL at 100 V 
if Rs = 1.5 kf2. 

16. In the SCR control circuit for a motor shown in Fig. 3.12c, we are given that 
Vp = 100 V, RL = 20 f2, and the conduction angle X = 120 ~ where X = Jr - c t .  
Calculate the average load current and the average load power. 
Ans: 1.19 A, 100.6 W. 

17. Using the parameters of Problem 16, determine the power dissipated in the SCR 
if the on-voltage across the SCR is 1.5 V. 



CHAPTER 4 

Semiconductor Diodes and Transistors 

4.1 INTRODUCTION 

In the previous chapter we made use of diodes without explaining the underlying physics. 

This was acceptable as for most applications diode characteristics are well approximated 

by those of a simple on-off  switch. However, in order to understand the extremely fast 

diode switching speeds (faster than a nanosecond) or the 0.6-0.7 offset voltage (also 

referred to as contact potential) we have to understand and view the diode as a pn junc- 

tion, which in turn requires an elementary understanding of electron and hole motion 

in semiconducting material. Furthermore, a transistor can be modeled by two diodes 

back-to-back, provided we treat each diode as a pn-junction. An understanding of the 

pn-junction which we can simply define as a junction between n-type and p-type semi- 

conducting material 1 is thus necessary to an understanding of diodes and transistors. 

4.2 HOLE AND ELECTRON CONDUCTION IN 
SEMICONDUCTORS 

4.2.1 Intrinsic Semiconductors 

Germanium and silicon, which are Group IV atoms in the periodic table, have 4 valence 

electrons. If each atom could share 4 more electrons from the adjacent atoms, the outer 

shell would be completed (which is 8 electrons), giving the atom more stability. Fig- 

ure 4.1a shows a two-dimensional model of the crystal lattice for silicon. The atoms 
in this highly ordered structure are held together by covalent bonds (shared electrons). 

1 In the next section we will show that p-type material is a semiconductor such as silicon (Group IV in the 
periodic table) that is doped with Group III atoms, which makes it a good conductor with positive (hence the 
p) charge carriers called holes, n-type semiconductor is silicon doped with Group V atoms, which makes it a 
good conductor with negative (n) charge caITiers which are electrons. 

111 
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F I G U R E  4.1 (a) The highly ordered, crystalline structure of the semiconductor silicon, showing silicon 
atoms held together by covalent bonds. (b) n-type doping creates free electrons. (c) p-type doping creates 
free holes. 

Since there are no free electrons available one would expect intrinsic semiconductors to 
be poor conductors, which they are at low temperatures. As the temperature increases, 
the atoms in the lattice structure begin to vibrate more about their equilibrium posi- 
tions, which begins to break some covalent bonds and liberate electrons. 2 At room 
temperature, silicon can almost be classified as a conductor, 3 albeit a poor one. For 
example, the intrinsic concentration of free electrons, at room temperature, in silicon 
is ni --  1.5 �9 1016 electrons/m 3 (with an equivalent number of holes present as well). 
The ni concentration is very small when compared to the density of atoms in silicon, 
which  is 5 �9 10 28 a t o m s / m  3. As  the t empe ra tu r e  increases ,  m o r e  e lec t rons  are f reed  and 

s i l icon b e c o m e s  a be t te r  conductor .  This  very  p roper ty  leads  to fa i lure  o f  s e m i c o n d u c -  

tor  devices  if  t e m p e r a t u r e  r ises are not  con t ro l l ed  by heat  sinks or  o ther  means  (wi th  

inc reased  t empera tu re ,  cur ren t  and the re fore  I2R losses  increase ,  wh ich  in turn leads  to 

fur ther  increases  o f  t empera tu re ) .  

It is in teres t ing  to obse rve  that  conduc t ion  is by e lec t rons  and by  pos i t ive ly  cha rged  

carr iers ,  ca l led  holes ,  wh ich  are c rea ted  w h e n  a bond  is b roken  and an e lec t ron  is f reed  

2Temperature T is a measure of thermal energy W. According to Boltzmann's law, the "jiggling" energy 
of the atoms, which are locked into place in the crystal lattice of silicon, but can vibrate about their equilibrium 
positions, is given by W = k T, where k is Boltzmann's constant and is equal to k = 1.38.10 -23 joules/kelvin. 

3 Hence the name semiconductor. Conductivity of silicon is somewhere between that of a good conductor 
and that of a good insulator (conductivity cr of Si is 4 .10 -4 S/m, whereas copper has cr = 5.7.107 S/m, and 
a good insulator such as porcelain has tr = 2 �9 10-13 S/m). 
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(commonly referred to as p r o d u c t i o n  o f  a h o l e - e l e c t r o n  pa ir ) .  This leaves behind a 
vacancy or a hole. Another electron from some adjacent broken bond can jump into 
the hole and fill the vacancy, leaving a hole somewhere else (commonly referred to as 
e l im ina t ion  o f  a h o l e - e l e c t r o n  p a i r ' b y  r ecombina t ion ) .  The hole therefore travels and 
acts as a positively charged particle with an equivalent mass and velocity. We noted in 
the previous paragraph the electron concentration ni .  An equivalent concentration of 
holes exists in silicon at room temperatures, i.e., ni - Pi,  where Pi is the intrinsic hole 
concentration. 

To put silicon conduction on a quantitative basis, let us restate Ohm's law (1.7), valid 
at any point inside a material. To obtain the point relation, we must use densities such 
as electric field E and current density J instead of voltage V and current I. If we use 
resistance R --  p ( g . / A ) ,  given by (1.6), in Ohm's law, we obtain V = R I  --  p ( g . / A ) I .  

Rearranging, we obtain V/g. = p ( I / A ) ,  which can be expressed as E -- p J ,  where 
electric field is in volts per meter and current density is in amperes per meter squared. 
This results in the commonly used point expression 

J - - e rE  (4.1) 

where conductivity cr is the inverse of resistivity, i.e., cr - 1/p. The conductivity 
in semiconductors can now be expressed in terms of the customary quantities, which 
are the carrier density n, the charge of the carriers (electronic charge e -- 1.6 �9 10 -19 
coulombs (C)), and the carrier mobility #,  which gives 

J --  e (n i  # n  -Jr- Pi # p )  E (4.2) 

The measured mobilities for silicon at room temperature are ~ n  - -  0.135 mZ/V �9 s for 
electrons and # p  --- 0 . 0 4 8  for holes. We can see that holes are only one-third as mobile 
in silicon as are electrons, which is due to the heavier equivalent mass of holes. 

EXAMPLE 4.1 Determine the conductivity for intrinsic silicon (Si) at room tempera- 
ture (300 K). 

Since for intrinsic semiconductors, ni - Pi - 1.5.1016, we have that o- - eni( lZn q-- 

#p)  = 1 .6 .10  -19.  1.5. 1016(0.135 + 0 . 0 4 8 ) -  4 . 4 . 1 0  -4 S/m. l 

Hole travel in silicon is depicted in Fig. 4.2. Imagine a piece of silicon between two 
conducting plates which are charged by a battery of voltage V. An electric field thus 
exists between the plates and has a direction from fight to left. Suppose an electron in 
silicon near the positive plate is freed. It will jump to the positive plate and leave a hole 
behind which is filled by an electron jumping in from a neighboring broken bond and 
so on. The result is that electrons move to the fight (toward the positive plate) while the 
hole moves to the left (toward the negative plate). A current flows and is maintained as 
long as the battery has sufficient energy to maintain the potential V across the plates. 

4.2 .2  E x t r i n s i c  S e m i c o n d u c t o r s  

The ability to vary the conductivity of semiconducting material over a large range leads 
directly to many useful devices, including the diode and transistor. One way to increase 
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FIGURE 4.2 Conduction by holes and electrons in silicon. 

the conductivity of an intrinsic semiconductor would be to heat it--neither practical nor 
desirable. However, there is a better way. The conductivity of a semiconductor can 
be substantially increased by adding some (typically 1 in 10 million) impurity atoms 
(called dopents) to the pure crystal structure. As the characteristics now depend strongly 
on the impurity content, we call it an extrinsic semiconductor as opposed to an intrinsic 
semiconductor, whose performance characteristics are dependent on a pure crystal. It 
may be surprising to find that even moderate doping decreases the resistivity by many 
orders. 

4.2.3 n-Type Semiconductors 

The atoms in silicon are arranged in a regular and highly ordered lattice. They are held 
in fixed positions by strong forces and only have limited movement (which increases 
with temperature) about their equilibrium positions. If we now replace some of the 
bound silicon atoms by atoms from Group V of the periodic table (phosphorus, arsenic, 
antimonymalso known as donor impurities) which have a valence of 5, only four of 
the valence electrons will be used to complete the covalent bond with the nearby sili- 
con atoms. The remaining electron, which is very loosely bound to the atom, becomes 
a free electron and is available for conduction, n-type doping is shown in Fig. 4.lb. 
During conduction, i.e., when current flows, the extra electron leaves the pentavalent 
atom, leaving behind a positively charged ion. Another electron from a nearby impurity 
atom will then jump in and neutralize it again (note that the semiconductor must be 
overall and pointwise neutral--otherwise strong electrostatic forces would exist which 
would destroy the semiconductor material). The continual jumping of the extra elec- 
trons, which are referred to as majority carriers, is the primary conduction mechanism 
in n-type doped semiconductors. 

A small number of free holes also exist in n-type semiconductors and are called 
minority carriers. They are created when bonds are broken by thermal agitation of 
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the lattice atoms, similar to electron-hole creation in intrinsic semiconductors. Their 
contribution to current flow is insignificant in comparison to that of the majority carriers. 

4.2.3.1 p-Type Semiconductors 

Replacing some Si atoms with atoms from Group III (boron, gallium, indium--also 
known as accep tor  impuri t ies) ,  which have three valence electrons, will create a p-type 
material. Because four valence electrons are required to form and complete all adjacent 
electron-pair bonds, a hole is created by the missing bond. A hole can be considered 
a positive charge which can diffuse or drift through a crystal. This becomes important 
when an external voltage is applied across the semiconductor, creating an electric field 
inside the semiconductor which then acts on the holes, causing them to move. The 
resultant current in p-type material is thus primarily by positive charges, 4 which are 
also referred to as majority carriers, p-type doping is illustrated in Fig. 4.1 c. 

A small number of free electrons also exist in p-type semiconductors and are called 
minority carriers. They contribute insignificantly to current. 

4.2.4 Conduction in Doped Semiconductors 

Typical impurity concentrations are N = 10 22 donor or acceptor atoms/m 3, which is 
seen to be much higher than the intrinsic concentration ni or Pi at room temperature 
(ni --  Pi = 1.5 �9 1016 carriers/m3). Since the impurity atoms provide free carriers, the 
total number of free carriers in doped semiconductors is n = Nd + n i ~ Nd in donor 
materials and p - Na + Pi ~" Na in acceptor materials. An important relationship for 
doped semiconductors is np  - n2; that is, the product of electrons and holes in doped 
silicon is equal to electrons squared (or holes squared) in pure silicon. The implication 
of this relationship (which we are not going to derive as it involves Boltzmann statistics, 
Fermi levels, and so on) is that increasing the majority carriers by increasing the doping 
level will decrease the minority carriers proportionally. Hence for a doping level of 
1022, the minority concentration reduces to (1.5 �9 1016)2/1022 = 2.25 �9 10 l~ which 
is substantially less than the intrinsic level of carriers ni.  We conclude that in doped 
silicon, conduction is primarily by the impurity carriers. Hence the conductivity for 
n-type semiconductors is 

a = e ( n # n  + p # p )  ,~ e N d # n  

and for p-type semiconductors it is 

a = e ( n # n  n t- p # p )  ,~, e N a # p  

(4.3) 

(4.4) 

4As pointed out before, hole motion takes place when a neighboring election jumps in to fill an existing 
hole, which in turn creates a new hole. As this process repeats, a hole moves in the direction of the electric 
field and toward the negative end of the semiconducting material. The main point is that there is a current 
which is due to motion of positive charge carriers. In that sense Benjamin Franklin is vindicated: current flow 
is by positive charges, which he postulated not knowing at that time that electrons are the charge carriers in 
metallic conductors. 
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EXAMPLE 4.2 (a) Find the conductance of arsenic- and indium-doped silicon if the 
doping level is 1022 atoms/m 3. (b) Find the resistance of a cube of the above material if 
the cube measures 1 mm on a side. 

(a) Arsenic results in n-type material with a conductivity from (4.3) as a = eNdt.Zn = 

(1.6.  10-19)(1022)(0.135) = 216 S/m. Indium results in p-type material with a con- 
ductivity from (4.4) as a - e N a # p  = (1.6- 10-19)(1022)(0.048) -- 76.8 S/m. We see 

that the doped semiconductor has a conductivity that is larger by a factor of almost a 
million when compared to the conductivity of intrinsic silicon (ai = 4 .4 .  10 -4 from 
Example 4.1). 

(b) Ohm's law gives resistance as R = p ( f . / A ) ,  where p is resistivity (= 1/conductivity), 
is the length of a material along which the current flows, and A is the cross-sectional 

area through which the current flows. Hence for the n-type material, R = (1/216 S/m) 
(0.001 m/(0.001 m) 2) = (0.0046 f2.m)(1000 m -1) = 4.6 f2. For p-type material we 
obtain R = 12.9 f2. We see that n-type material is a better conductor than p-type, 
which is a direct consequence of the higher mobility of electrons than of holes. II 

In conclusion we can state that even a small concentration of impurities (a doping 
level of 1022 atoms/m 3 is still very small in comparison to the density of atoms in sili- 
con, which is 5 �9 1028 atoms/m 3) can dramatically increase the conductivity of a semi- 
conductor. The fact that electrons move about the crystal faster than holes by a factor of 
0.135/0.048 = 2.8 makes n-type material more desirable in high-speed devices, which 
we will discuss further when considering n-channel FETs and n p n  transistors. 

4 .3  P N - J U N C T I O N  A N D  T H E  D I O D E - J U N C T I O N  A N D  

T H E  D I O D E  

Consider a rod of silicon in which the doping during manufacture is suddenly changed 
to make half the rod p-type and the other half n-type, as shown in Fig. 4.3a. We now 
have a pn-junction in the middle of the rod. Let us examine the charge distribution near 
the junction. 

In Fig. 4.3a we represent the fixed or immovable lattice atoms as ions (circled mi- 
nuses or pluses), each accompanied by one hole or electron (uncircled pluses or mi- 
nuses) to preserve charge neutrality. The uncircled quantities (holes and electrons) are 
the free-charge carriers which, when in motion, constitute an electric current. Near the 
junction, the charge distribution as shown in Fig. 4.3a is unstable and can exist only for 
a very brief time during manufacture of the junction. The free charges on opposite sides 
of the junction will immediately combine 5 with the result that the charge distribution 
looks like that shown in Fig. 4.3b. If we plot the charge density qv (C/m 3) along the rod, 

5When opposite charges combine, they annihilate each other with a release of energy. It is as if a small 
current flowed for a brief time. The energy release can be visible light as it is in LEDs (light emitting diodes), 
which can emit continuous green, red, or any other colored light from a diode junction, provided a continuous 
diode current flows which supports a continuous combination of electrons and holes at the junction. 
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F I G U R E  4.3 (a) Unstable free-charge distribution in a new junction. (b) Stable charge distribution in a 
pn-junction with graphs of charge density, electric field, and potential. The bottom graph shows the equality 
of drift and diffusion current in the junction of an unconnected diode. 

we find that in the p-region near the junction we have uncovered negative acceptor ions, 
and across the junction, positive donor ions. These ions are part of the atomic lattice and 
cannot move. But what they do is prevent further free-charge motion because the holes 
in the p-region now see positive charge across the "border" and are not inclined to move 
into the n-region. Similarly, electrons in the n-region are not attracted to the negative 
charges across the junction. This is the charge distribution in every new, unconnected 
diode after its manufacture. 

Immediately below the graph for charge density in Fig. 4.3b, we plot the electric field 
E, which is obtained from the differential form of Gauss' law, that is, d E / d x  = qv/e, 
where the derivative with respect to x is along the axis of the silicon rod and e is a con- 
stant (the permittivity of silicon). Hence the charge density variation is proportional to 
the slope of the electric field, or conversely the E-field is proportional to the integration 
of the charge density (E ~ f qvdx). The negative E-field means the E is pointing in 
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the negative x direction (from fight to left, or from the positive ions in the n-region to 

the negative ions in the p-region). Hence, as concluded in the previous paragraph, the 

E-field in the junction opposes motion of majority carriers but supports motion of mi- 

nority carriers, of which there are only few (electrons in the p-region and holes in the 

n-region). It appears that life is getting complicated: we now have four currents in the 

junction, majority current (referred to also as diffusion current) by holes and electrons, 

and minority current (referred to as drift current) by holes and electrons. Fortunately, 

in most practical situations we can ignore drift current as being negligible, although it 

greatly aids in the understanding of the pn-junction. 

Immediately below the E-field graph, we plot also the variation of the potential or 

voltage field V across the junction. Using (1.3), E = - d V / d x ,  which states that the 

E-field is equal to the negative rate of change of V, (or conversely, V = - f E d x ) .  We 

observe that the V-field increases when moving from the p-region to the n-region. This 

only confirms the unwillingness of holes to move from the p-region to a region with 

a higher positive potential. Similarly for electrons from the n-region, they are repelled 

by the more negative potential of the p-region. But more importantly, we have now 

obtained the potential jump Vo across the junction, which is 0.7 V for silicon (0.2 V for 

germanium). Recall, in the previous chapter, we stated that a diode, under forward bias, 

has a contact potential or offset voltage of 0.7 V which must be exceeded before the 

diode will conduct. It should now be clear that this voltage is due to the internal electric 

field in the depletion zone. 6 

The region near the junction is called a depletion region or a depletion zone since it is 

depleted of all free carriers. In that sense it is a nonconducting r eg ionma  thin insulating 

sheet between the p- and n-halves of the silicon rod. We will now show that action 

within this zone is the key point in understanding diode and transistor action: under 

forward bias the diode conducts as the depletion zone will be flooded with free charge 

carriers, whereas under reverse bias the diode becomes an open circuit as the depletion 

zone will be even more devoid of carriers, i.e., the depletion zone will be enlarged. Let 

us now elaborate. 

6A question can now arise: can we use a pn-junction as a current source? For example, if we connect a 
resistor or even a short (zero resistance wire) across a diode, will a current flow? The answer is no, because 
diffusion current due to majority holes equals drift current due to minority holes (these two currents are in 
opposite directions). Similarly, majority diffusion current due to electrons equals minority drift current due 
to electrons. The result in no net current flow. Again we should note that drift current is a motion (caused 
by the electric field of the junction) of thermally generated minority charges, whereas diffusion current is 
a motion of majority charges across the junction because of their large concentrations on both sides (it is 
similar to two gases in separate volumes diffusing when released into one volume). It is only the thermally 
more energetic majority carders that will have a chance to overcome the opposing charge barrier and diffuse 
across the junction, balancing the thermally generated minority carriers drifting across the junction. Still not 
satisfied, one might raise the question as to what happens to the junction contact potential Vo when a short is 
placed across the pn-junction. Think of it this way: instead of the shorting wire, imagine the p-end and the 
n-end are bent upward until they touch. We have now created a new pn-junction whose contact potential Vo 
is equal and opposite to that of the original junction. Hence, there is no net potential around the loop, and 
therefore no current. 
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4.3.1 Forward Bias 

If we connect a battery of voltage V across the pn-junction with the positive of the 
battery on the p-side of the junction (p to p) and the negative to the n-side (n to n), as 
shown in Fig. 4.4a, the battery will inject holes into the p-region and electrons into the 
n-region. 7 This is referred to as forward-biasing a pn-junction. The effect will be that 
the junction is now flooded with carriers. The electrons and holes will diffuse across 
the junction in response to the lowered junction potential (which is now Vo - V )  and 

a 

n ohmic C)+ 0 - - | 1 7 4  
contac 

| | |174 -| 

hole motion V electron motion 
+ 

I=I  o ] IBattery 

�9 I d 

-~ I o 
P n 

.a  . . . . . . . . . . . . . . .  

+J~-- 

| 174  | | 

C) + C )  Depletion (~  C)zone 
+ 

-I Iv 

n 

| 1 7 4  

| 1 7 4  
/ 

I=I o 

'__~I d n 

-< i Io 
i 

- . . . . . . . . . . . . . . .  

F I G U R E  4.4 (a) Forward-biasing a junction will dramatically increase majority carriers and hence ma- 
jority current. (b) Reverse-biasing depletes the junction completely, leaving only the minority current Io. 

7Actually the battery will cause an excess of electrons on the n-side and a deficiency of electrons on the 
p-side which can be considered as an excess of holes. 
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recombine. 8 As a result a large majority current (diffusion current) flows in the circuit 
composed of the pn-junction and battery as long as the battery has sufficient energy 
to maintain this current. Populating the depletion zone with an abundance of carriers 
changes it to a conducting region; we show this pictorially in the cutout of Fig. 4.4a in 
which a forward-biased diode (first picture) is shown as a short (second picture). In the 
cutout we used the diode symbol (-~4--) to represent the pn-junction. 

This is the fundamental mechanism by which a diode, which acts as an on-off switch, 
can be in the on-mode. It can switch between these two modes very fast---on the order 
of nanoseconds. Incidentally, the minority current is by-and-large unaffected by any 
outside voltage V that is placed on the pn-junctionmthe few minority carriers that are 
generated by thermal energy are subject to the internal junction potential (reduced or 
increased by V) and drift across the junction. 

4.3.2 Reverse Bias 

A battery connected such that the plus of the battery goes to the n-side and the minus 
goes to the p-side of a pn-junction, as shown in Fig. 4.4b, will cause electrons and holes 
to be repelled further from the junction, greatly increasing the depletion zone. A reverse 
bias increases the contact potential to Vo + V at the junction, thus increasing the barrier 
height for majority carriers. The effect is to introduce an insulating region between the 
p- and n-sides through which no current can flow. After all, what is an insulator? It is a 
region devoid of free charge carriers. We refer to this in the cutout of Fig. 4.4b where a 
reverse-biased diode is shown to act as an open circuit. 

The pn-junction would be an almost ideal diode, i.e., a voltage-controlled on-off 
switch, were it not for the small minority drift current which is present under forward 
or reverse bias. Hence, under reverse bias, the diode is not an open circuit, but the 
small drift current, usually referred as reverse saturation current Io, which is the only 
current present under reverse bias, gives the diode a finite but large resistance (many 
megaohms). The drift current is small, typically 10-12A for Si and 10-6A for Ge; 
this fact alone has made silicon the preferred material over germanium for diodes and 
transistors. 

4.3.3 Rectifier Equation 

We are now ready to derive a quantitative relationship for current in a pn-junction. This 
relationship is better known as the diode equation. For reverse bias, a very small drift 
current, the reverse saturation current Io, flows across the junction, as the majority dif- 
fusion current is blocked by the reverse bias. According to Boltzmann's law, the reverse 
saturation current is given by Io = K exp ( - e  Vo/k T), where K is a constant depending 
on junction geometry and k is Boltzmann's constant (k = 1.38 �9 10 -23 J/K). However, 

8Solid-state physics tells us that at the junction V cannot exceed Vo (hence junction voltage Vo - V 

remains positive) even if the externally applied V is larger than Vo. 
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for a forward bias voltage V, in addition to Io, the diffusion current is present in great 
strength, and according to Boltzmann's law is again given by la  = K e x p ( - e ( V o  - 

V ) / k T ) .  The diffusion and drift currents are opposite in direction, so that the total 
junction current is 

I - -  Ia - Io = K e  - e V ~  (e e V / k T  - 1) -- l o ( e  e V / k T  - 1) (4.5) 

The total junction current I is the sum of hole and electron currents, i.e., I = lh + Ie,  

where the expressions for lh and le are the same as (4.5). For example, hole current is 

the difference between hole diffusion and hole drift current, that is, lh = lh,d -- Ih,o,  

and similarly for electron current, le = le,d - le,o.  

We can check the above equation at room temperature (T = 68~ -- 200C = 293 
K), when e~ k T = 40 V -1 . Equation (4.5) then simplifies to 

I -  l o ( e  4~  - 1) (4.6) 

For example, without an external potential applied, i.e., V - 0, we find that I - 
0, as expected. For reverse bias, when V < 0, (4.6) reduces to I ~ - I o ,  as the 
exponential term is much smaller than unity (even for small voltages such as V = 
-0 .1 ,  the exponential term is e -4 -- 0.02 << 1). For forward bias, on the other hand, 
V > 0, the exponential term dominates, such that I ,~ l oe  40v (even for a small voltage 

V --- 0.1, e 4 - 55 >> 1). Figure 4.5 shows a graph of the rectifier equation. 
In Fig. 4.5 we do not show the breakdown region of a diode which occurs when the 

reverse bias voltage exceeds the specified maximum voltage, which for popular diodes 

such as 1N002, 1N004, and 1N007 is 100 V, 400 V, and 1000 V, respectively. For a 
graph including breakdown, refer to Fig. 3.1 b. 

A diode is thus not an ideal voltage-controlled on-off  switch, but rather a device with 
much more current flow in one direction than in the other. A convenient way to check 
the state of a diode is to measure its forward- and reverse-biased resistance. Using 
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an analog ohm-meter (which measures resistance by placing a small voltage across a 
device to be measured, reads the resultant current, and obtains resistance as the ratio 
of applied voltage and resultant current), we connect the leads of the ohm-meter to the 
diode and read the resistance. The leads are then reversed and the resistance read again. 
Typically, we will find for a small diode (1N4004) a forward resistance of several ohms 
and a backward resistance of many megaohms. 

EXAMPLE 4.3 If the reverse saturation current Io for a silicon diode at room temper- 
ature is 10-12A, (a) find the current at biasing voltages of V - - 0 . 1 ,  0.1, and 0.5 V. 
(b) Should the temperature of the diode rise by 30~ find the new currents for the same 
biasing voltages. 

(a) At -0 .1  V, (4.6) gives I = Io (e -4 - 1) ~ - Io - - 10-12 A. At 0.1 V, (4.6) gives 
I = lo(e 4 - 1) ~ 551o = 55 pA. At 0.5 V, (4.6) gives I - lo(e 2 ~  1) -- Io4.85.109 = 
0.49 mA. 

(b) If the temperature rises by 30~ the factor e / k T  changes to e / k T ( 2 9 3 / ( 2 9 3  + 

30)) = 40(293/323) = 36.3. Hence Io at the new temperature, using I o -  K e x p ( - e V o  
/ k T ) ,  gives Io = 10 -12 exp V o ( 4 0 -  36.3) - 10 -12 exp 2.59 = 13.3. 10-12A, where 

Vo = 0.7 was used for the contact potential. Using this formula tells us that the reverse 
saturation current increases by a factor of 13 when the temperature increases by 30~ 
We should now note that the use of the above formula for calculating changes in Io when 
the temperature change is questionable. A widely accepted formula, based on extensive 
experimental data, is that Io doubles for every 10 ~ degrees increase in temperature. 
Therefore, a more accurate estimate of the new reverse saturation current would be 
Io = 10 -12 �9 8 -- 8 pA, since for a 30~ rise the saturation current doubles three times, 
that is, the saturation current increases by a factor of 8. 

Using this, we calculate the forward current at V - 0.1 V and at 50~ to be I - 
lo(e 3"63 - 1) : 8. ( 3 7 . 7 -  1) = 294 pA, which is seen to be a large increase from 55 pA 
at room temperature. 

Similarly at V = 0.5 V, we obtain I - lo(e 36"3"05 - 1) : Io e18"15 - 0.61 mA, again 

an increase from 0.49 mA at room temperature. II 

4.4  P N - J U N C T I O N  A N D  T H E  T R A N S I S T O R  

4.4.1 The Bipolar Junction Transistor (BJT) 

Now that we understand how a pn-junction operates, mastering transistors should be 
straightforward. Figure 4.6 shows a npn  and a p n p  transistor, the majority current flow 
in each, and the circuit symbol for each transistor. We will refer to this transistor as 
a bipolar  junc t ion  transistor (BJT)--bipolar  because holes and electrons are involved 
in its operation (although for the most part we will ignore the contribution of the small 
minority current). Furthermore, the input region is referred to as the emitter, the center 
region as the base, and the output region as the collector. In this type of transistor, 
we have two junctions with the input junction always forward-biased and the output 
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nected (top figure). The middle figure shows the flow of majority carriers and the bottom figure shows the 
circuit symbol of a transistor. (b) Similar figures for a p n p  transistor. 

junction always reverse-biased. The polarities of the batteries ensure correct biasing: for 
forward bias in the npn transistor, the battery VEE has its negative terminal connected to 
the n-type emitter (n to n) and its positive terminal to the p-type base (p to p), whereas 
for the reverse-biased output junction, battery Vcc is connected p to n and n to p. 

The bottom sketch in Fig. 4.6 represents the circuit symbol of a transistor. To dif- 
ferentiate between a npn and pnp transistor, we draw the arrow in the direction that a 
forward-biased current would flow. At this time it might be appropriate to remind the 
student that thanks to Benjamin Franklin, the accepted tradition is that the direction of 
current is that of positive charge flow. The pictures for the pnp transistor, where holes 
are majority carriers, are therefore less complicated. For the npn transistor, on the other 
hand, the arrows for current and electron flow are opposite. 

What basic principles are involved in transistor operation? First let us state that 
the emitter is expected to provide the charge carriers for transistor current; hence the 
emitter region is heavily doped (heavier doped regions are labeled with a + sign: n + 
in the npn transistor and p+ in the pnp transistor). For good transistor operation, the 
current Ie injected into the base by the forward-biased input junction should reach the 
collector almost undiminished. 9 To make sure that only a few charge carriers that arrive 

9If this is the case (lc - l e ) ,  there can be no current amplification, but we have the passibility for volt- 
age and power amplification as the same current that flows through the low-resistance, forward-biased input 
(emitter) junction, also flows through the high-resistance output (collector) junction. This output current, 
therefore, represents a greater amount of power than the controlling signal. In this way the transistor is 
capable of amplifying. 
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in the base region recombine with the oppositely charged carriers in that region, the 
base region is lightly doped and made very thin. This is depicted by the thin downward 
arrow in the middle sketch of Fig. 4.6, which represents the small base current It, due to 
recombination. We can now summarize differences in diodes and transistors by stating: 

�9 Diode: large recombination at forward-biased junction. 

�9 Transistor: small recombination at forward-biased emitter junction because cen- 
ter region is thin (~  10-6m) and lightly doped--hence most majority carriers 
from the emitter do not recombine in the base region but proceed to the collector 
region where they are once more majority carriers. 

The Grounded-Base Transistor 

The majority current--electrons in the npn  transistor and holes in the p n p  transistor-- 
"arrives" in the collector region as Ic. The efficiency of charge transport from emitter 
to collector is given by the factor or, such that 

Ic -- ot le (4.7) 

Figure 4.7a shows a circuit to measure the collector current of a transistor in a grounded- 
base configuration (like that shown in Fig. 4.6). We see that varying Vcb has very 
little effect on lc; the collector curves are straight and uniformly spaced with little 
new information--essentially confirming that c~ is near unity (c~ ~ 0.99, i.e., collec- 
tor current is nearly equal to emitter current). The grounded-base transistor with emit- 
ter/collector as input/output terminals does not amplify current and is used only oc- 
casionally in special situations. Similarly, a transistor with its collector grounded has 
special properties that are occasionally useful. 

The Grounded-Emit ter  Transistor 

In electronic circuits, the most widely used configuration is the grounded emitter, shown 
in Fig. 4.7b. Since Ib is now the input current, current amplification is now possible 
(note that typically lb << le). For this case, the current gain/3 is a more useful parameter 
than c~. It is obtained by summing the currents into the transistor, le -- Ib + Ic, and then 
substituting for le using (4.7), which gives I c / a  = Ib + Ic and finally lc = (or/(1 - 
ot))Ib. Thus, the desired relationships are 

Ic = ~ It, (4.8) 

and 

o~ 
/3 = (4.9) 

1 -c~  

where for most transistors/3 has a value between 50 and 1000. With/3 known or read 
off of the collector characteristics, (4.8) is a frequently used expression in electronics. 
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FIGURE 4.7 (a) Typical collector characteristics of a pnp transistor in the grounded-base configuration. 
(b) Typical collector characteristics of a npn transistor in the grounded-emitter configuration. 

Figure 4.7b shows typical collector characteristic curves. We can see that once Vce 
exceeds about 1 V, the collector curves become straight and almost independent of Vce, 
that is, further increases in Vce have little effect on the collector current Ic, which re- 
mains constant for a given lb. The straight, horizontal curves suggest that the transistor 
acts as a constant current source. The output current Ir (in mA) can be varied by the 
much smaller input current Ib (in #A). Hence, not only do we have a possibility of 
large current amplification (Ic/Ib), but the base current lb controls the output current 
Ic--i.e., when Ib increases, Ic increases and similarly when lb decreases. Therefore, 
the grounded-emitter transistor acts as a current-controlled current source. 

Finally, we should keep in mind that the voltage drop across the forward-biased 
input junction must be at least Vbe = 0 . 7  V for a silicon transistor to be on and the 
biasing battery VBB must be able to develop this voltage. Oncethe base-emitter junction 
exceeds 0.7 V by even a small amount, base current Ib increases rapidly as shown by 
the forward-biased part of Fig. 4.5 (to apply this figure to this situation, assume the 
vertical axis is Ib, and the horizontal axis is Vbe). Thus, when the transistor is used 
as an amplifier and the input current varies over a typical range (10 to 1), the base- 
emitter voltage varies only little about 0.7 V. These concepts will become clearer when 
we consider transistor amplifiers. 
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There is no significant difference in the operation of npn and pnp transistors, ex- 
cept for the change in battery polarities and the interchange of the words "positive" and 
"negative," and "holes" and "electrons." In practice, however, npn transistors dominate 
as electrons respond faster to signals than the heavier holes which are the majority car- 
tiers in pnp transistors. For both types of transistors, we have ignored the contribution 
of the small minority current as the reverse saturation current Io is only a small part of 
the collector current Ic. 

EXAMPLE 4.4 Using the collector characteristics of the grounded-emitter transistor 
shown in Fig. 4.7b, determine the current gain fl for this transistor. 

Using the upper region of the graphs, we calculate the current gain as/3 = A I c /A  It, = 
(15.5 -- 13)mA/(150 - 120)#A = 83.3. If we use the lower region we obtain/3 = 
(3 - 1.5)mA/(25 - 0)#A = 60, showing that the transistor is not as linear as it appears 
from the graphs. If in some electronic circuits, transistor operation is confined to a small 
region of the graphs, knowing the appropriate I3 can be important, l 

4.4.2 The Field Effect Transistor (FET) 

A second class of transistors exists, known as field effect transistors. Even though they 
are simpler in concept, they were invented after the bipolar transistor. Unlike the BJT, 
which is a current amplifier (with significant current flow in the input loop), the FET 
is basically a voltage amplifier, i.e., the controlling parameter at the input is a voltage 
(with practically no current flow in the input loop). In that sense, the FET is analogous 
to the vacuum tubes of olden days, which also were voltage amplifiers. 

Figure 4.8a shows a cross section of a basic FET. We start with a rod of n-type ma- 
terial and surround it by a ring of p-type material. The ends of the rod are referred 
to as drain and source, and the ring as a gate. If a battery VIgD is connected across 
the ends of the rod, current Id will flow, because the rod acts as resistor of resistance 
R -- p s  where p, s and A are the resistivity, length, and cross-sectional area of the 
rod. Now, unlike in the BJT, we reverse-bias the input junction by connecting a biasing 
battery VGG as shown (n to p and p to n). The reverse-biased junction will create a 
nonconducting depletion region between the n-channel and the p-type ring, effectively 
decreasing the width of the channel, i.e., decreasing the cross-sectional area A through 
which current Id can flow. As a matter of fact if the negative gate voltage Vgs is suf- 
ficiently large it can completely pinch off the channel, so no drain current flows; this 
voltage is appropriately known as the gate cutoff voltage Vgs~off ~ or pinch-off voltage 
Vp (approximately - 5  V in Fig. 4.8d). A signal voltage applied to the reverse-biased 
input junction is therefore very effective in controlling the flow of majority carriers 
through the channel. We conclude that a FET acts as a variable source-drain resistor 
that controls the output current in sync with the input signal. Furthermore, as the applied 
input signal does not need to deliver any power to the reverse-biased input circuit (input 
gate resistance is many megaohms), a large voltage and power gain is possible. Fig- 
ure 4.8b depicts a modem, small-package FET, fabricated by diffusing multiple layers 
of differently doped silicon. The circuit symbol for a FET is given in Fig. 4.8c (opposite 
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FIGURE 4.8 (a) n-channel junction FET. (b) Modem n-channel FET. (c) Circuit symbol for a FET. (d) 
Current-voltage characteristics (drain characteristics) of a typical n-channel FET. 

arrow for a p-channel FET); note that the direction of the arrow is the direction of cur- 
rent flow of a forward-biased junction, which is consistent with the convention adopted 
previously for the BJT. 

Figure 4.8d shows the drain characteristics of an n-channel FET. Different I-V 
curves for Vgs ranging from to 0 to - 4  V are obtained by varying Vds from 0 to 20 
V for each curve. We can use the "knee" in the curves to distinguish two different 
regions, the ohmic region and the saturation region where the curves become fiat and 
horizontal, signifying that the transistor acts as a voltage-controlled current source (this 
is the normal operating region for a transistor and is often referred to as the on-region). 1~ 

10Note that in the case of a p-channel FET, for the pn-junction formed by the gate and p-channel to be 
reverse-biased, the gate-source voltage Vgs must vary from zero to positive values�9 
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OHMIC REGION ( V d s  < 4 V). This is the region in which the FET acts as a variable 
resistor and obeys Ohm's law, that is, the I-V curves become less steep as the 
negative bias on the gate increases, indicating that the resistance of the channel 
increases. For example, for Vgs = 0 V, the slope of the curve gives a resistance 
A V / A I  = 4V/10 mA = 400 ~. For Vg s = - 3  V, the channel is pinched 
off more and we obtain A V / A I  = 4V/1.5 mA = 2667 ~ .  For small drain- 
source voltages, the channel current is thus effectively controlled by an applied 
gate voltage. 

SATURATION REGION OR CONSTANT CURRENT REGION (4 V < Vds < 20 V). This 
region is more tricky to explain. First, we must realize that Vds also reverse- 
biases the junction. For example, with Vgs = 0 V, that is, with the gate shorted 
to source, VDD, as shown in Fig. 4.8a, puts the positive battery terminal on the 
n-channel and the negative battery terminal on the p-type collar (p to n and n to 
p, implying reverse bias). Next we observe that the voltage which is placed by 
the battery across the n-channel rod varies from VDD at the drain to 0 V at the 
source. This being the case, the n-channel near the drain is more reverse-biased 
than near the source, which explains the nonuniform (more pinched off near the 
drain) depletion zone within the channel. Looking again at the curve for Vgs = 0 
in Fig. 4.8d, we find that as Vds increases from 0 V, the current Id increases to 
about 7 mA as if the channel had a constant resistance; the channel width then 
decreases until it is almost pinched off at about 5 V. At this voltage the current 
is about 9 mA, and further increases of Vds up to 20 V increase Id only little. 
The reason for current leveling off in the saturation region is that even though 
voltage increases, the channel is further pinched (resistance increases), keeping 
the current at approximately 9 mA. 

For each of the remaining curves (Vgs = - 1 ,  - 2 ,  - 3 ,  and - 4  V) the current satu- 
rates at progressively lower values (about 6.5, 4, 1.5, and 0.5 mA) because each neg- 
ative gate-source voltage places additional reverse bias on the pn-junction. Thus at 
Vgs = - 4  V, the channel is already sufficiently pinched that a Vds increase from 0 V 
to only 1 V pinches the channel off at about 0.5 mA. Further increase of Vds does not 
increase the saturated current. We conclude that at Vgs = - 4  V and for Vds > 1 V, the 
transistor acts as a constant current source of magnitude Id = 0.5 mA, i.e., a constant 
current source is turned on at Vds ~ 1 V. 

In conclusion, we observe that there are two types of totally different pinch-offs, one 
due to negative gate voltage Vgs which can pinch off the channel completely so Id = O, 
and the second due to drain-source voltage Vds which limits the current to the value at 
the "knee" of the Id-Vds curves; that is, this pinch-off allows a steady current flow at 
the saturation level in the channel but does not allow further increases beyond that level 
(this pinch-off voltage is denoted by the dashed curve in Fig. 4.8d). The Vds pinch- 
off determines the normal operation range (saturation region) for a transistor which is 
between the Vds pinch-off voltage and 20 V (see Fig. 4.8d); in other words, we can say 
that at the Vds pinch-off voltage or larger, the transistor is "on." We can now define a 
pinch-off voltage Vp as the sum of gate voltage and drain voltage, Vp - -  Vgs - Vds .  
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FIGURE 4.9 Transfer characteristic of an n-channel FET. 

For the n-channel FET shown in Fig. 4.8d, Vp ~ - 5  V (note that Vgs is negative but 
Vas is positive for an n-channel FET). Drain current in the saturation region can be 
approximated by 

Id = Idss(1 - ggs /  gp)  2 (4.10) 

where less is the saturation current when Vgs = 0 V (about 9 mA for Fig. 4.8d). 
For the BJT, an important factor was the current gain/3. A similar factor for the FET 

is the transconductance gin, defined by 

gm -- A I d / A  Vgs (4.11) 

which is equal to a change in drain current caused by a change in gate voltage at some 
specified value of Vds. For example, using the central region of Fig. 4.8d we obtain 

(6.5 - 5)mA 0_ 3 
gm--  = 3 . 1  S 

( -1  - ( - ) l . 5 ) V  

which is a typical value for FETs. The effectiveness of current control by the gate 
voltage is given by gin: the larger the gin, the larger the amplification that a transistor 
can produce. 

4 .4 .3  T r a n s f e r  C h a r a c t e r i s t i c s  

An alternative to drain characteristics for describing the electrical properties of a FET 
is by transfer characteristics, which are Id-Vgs plots obtained by applying (4.10). They 
compare variations in drain current to corresponding variations in gate voltage. The 
slope gives gm, which is a measure of the transistor's control abilitymlarger values 
correspond to larger amplification. Figure 4.9 shows the transfer characteristic of a 
FET for which the drain characteristics of Fig. 4.8d apply. The curve is parabolic, 
reflecting the square-law nature of (4.10). Note that the transfer curve corresponds to 
the saturation region (or the on-region) of Fig. 4.8d. 
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4.4.4 Other Types of FETs 

There are two different field effect transistors. One is the junction FET, usually denoted 
as JFET, which is the type that we have been considering and which always has a neg- 
ative gate voltage if the FET is n-channel. The other is the metal-oxide-semiconductor 
FET (MOSFET), of which there are two types: depletion-mode (DE MOSFET) and 
enhancement-mode. The DE MOSFET is electrically similar to the JFET, except that 
the gate voltage Vgs may be of either polarity. The enhancement-mode MOSFET oper- 
ates generally with a positive Vgs if it is n-channel. Besides the flexibility in gate voltage 
polarity offered by the different FETs, perhaps the greatest advantage of the MOSFET 
is its practically infinite input resistance (it can be as high as 1015f2), allowing only a 
trickle of electrons to activate the device, i.e., requiting practically no power from the 
input signal. 

As observed for the BJT where npn's predominate, most FETs in use are n-type, 
as the lighter electrons respond faster than holes, allowing faster switching in digital 
systems and higher frequency response in analog amplifiers. Furthermore, FETs have 
an advantage over BJTs in integrated circuits where high element density, low-power 
requirements, and FETs functioning as capacitors and resistors are important. 

4.5 THE TRANSISTOR AS AMPLIFIER 

In the introduction to the first chapter, we stated that an amplifier is a device which con- 
sists of interconnected transistors, resistors, inductors, and capacitors. Having studied 
RLC circuits and active elements such as transistors, we are ready to integrate the active 
and passive elements into an amplifying device. In electronics, the primary purpose of 
an amplifier is to amplify a signal to useful levels (say 1-10 V), considering that the am- 
plifier input is usually from feeble devices such as transducers, microphones, antennas, 
etc., which normally produce signals in the micro- or millivolt range. Signals in the #V 
range, besides needing amplification, are also easily interfered with by noise. Once the 
signal is in the volt range, it can be considered immune to noise and other disturbing 
signals and is ideally suited to control other devices such as waveshaping circuits and 
power amplifiers. In the case of power amplifiers which are able to deliver hundreds or 
thousands of watts, a large controlling voltage is needed at the input. 

If we are treating an amplifier as a fundamental unit, it is not by accident. Once we 
have an amplifier, we can make many other devices with it. For example, an oscillator 
is simply an amplifier with feedback. 

4.5.1 Elements of an Amplifier 

Figure 4.10 shows the three basic elements of an amplifier: an active element (transis- 
tor), a resistor, and a DC power supply such as a battery. A signal to be amplified is 
placed at the control electrode and the amplified output is taken across the series combi- 
nation of resistor and battery. The battery, which is the source of energy for the amplifier 
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F I G U R E  4.10 The components of a basic amplifier are an active element which has a control electrode, 
a resistor, and a battery. 

(and the amplified signal), causes a current I to flow in the output loop. The input volt- 
age which controls current I will add variations to the current I. We have now a varying 
voltage across the resistor which mimics the varying input voltagemwhat remains to be 
shown is that it is an amplified trace of the input voltage. Note that the polarity of the 
IR voltage drop across the resistor is opposite to that of the battery voltage VB. Hence, 
the output voltage Vo, which is the difference between the varying voltage across R and 
the constant battery voltage, can range only between 0 and VB volts. A resistor in se- 
ries with a battery is a combination that is frequently used in electronic circuits. It is a 
convenient way to develop an output voltage and at the same time supply power to the 
circuit. 

A typical amplifier is made up of several amplifying sections that are needed to 
produce a large gain that one section alone cannot provide. Figure 4.11 shows the input 
and output voltages for a two-stage amplifier. We start with a small AC signal at the 
input and realize a greatly amplified copy of it at the output. Before we can simply 
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F I G U R E  4.11 A small AC signal at the input of a two-stage amplifier. The amplified signal at selected 
points in the amplifier is shown. 
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FIGURE 4.12 A grounded-base amplifier, showing a signal voltage at input and amplified output voltage. 

cascade two amplifiers of the type shown in Fig. 4.10, we need a DC blocking capacitor 
C between amplifier stages and at the output, as shown in Fig. 4.11. The purpose 
of C is to strip off the DC component in a signal containing AC and DC, which is 
important when only the information-carrying part (AC) is desired at the output of each 
stage. But another important function of C is to block the large DC supply voltage from 
reaching the control electrode. For example, in the beginning stages of an amplifier, 
transistors can be used that are very sensitive, meaning that input voltages can only be 
in the millivolt range. Since VB is usually much larger, it could saturate the following 
stage and keep it from operating properly (it could even damage or destroy it). In 
that sense, the blocking capacitor acts as a high-pass filter. The disadvantage of using 
a high-pass filter between stages is that in addition to blocking DC, low frequencies 
are also discriminated againstmhence very low frequencies of the original signal will 
not be present in the amplified signal. Design engineers go to great length to avoid 
low-frequency loss, often resorting to the more expensive direct-coupled stages, thus 
avoiding interstage capacitors. 

4.5.2 Basic Design Considerations 

If we replace the active element in Fig. 4.10 by a npn transistor and connect to the input 
an AC signal Vs with a biasing battery VEE in series, we have the circuit of Fig. 4.12. We 
call this a grounded-base amplifier. The purpose of the battery VEE is to forward-bias 
the transistor. The input voltage to the transistor is 

Veb = --VEE + Vs (4.12) 

To find what the correct voltage of the biasing battery ought to be, we reduce the signal 
voltage Vs to zero, which leaves only VEE as the input voltage. A DC current Ie still 
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flows in the output circuit, resulting in an output voltage 

Vo = VB - le RE (4.13) 

A good design criterion is to choose a voltage for VEE that sets the output voltage at 
one-half of the battery voltage VB when Vs = 0. With an input signal present again, 
the output voltage can now have equally large swings about 1 VB in the positive as well 
as the negative direction, thus allowing the largest input signal to be amplified before 
distortion of the amplified signal takes place. To see this, let us examine the variations 
in the output signal as the input signal varies. As Vs swings positively, Veb becomes 
less negative (see Fig. 4.12), which means that the transistor is less forward-biased; 
less forward bias reduces the output current which means that the output voltage Vo 

swings positive (Vo can go as high as VB). Now as Vs swings negatively, the transistor 
is more forward-biased than with just voltage VEE alone and the output voltage swings 
negatively as the output current increases under the increased forward bias (Vo can go 
as low as zero). The output voltage is shown in Fig. 4.12; it is amplified and is in phase 
with the input voltage. It should be clear by now that setting the output voltage at 1 VB 
with the biasing battery allows Vs to have the largest amplitude before distortion in Vo 

sets in. For example, if we increase the biasing voltage VEE such that the amplifier 
sits at �88 VB, the output voltage could only decrease by �88 VB on the downward swing, 

but could increase by 3 VB on the upward swing. Hence, for a symmetric input signal, 

the output will be undistorted if the output voltage swings are confined to + 1 VB. The 

voltage range between �89 VB and VB is thus not utilized, which is not efficient. 
Common-base transistors, which have a low input impedance and good voltage gain 

but no current gain, are used as special-purpose amplifiers. They are applicable when 
the driving source has an inherently low impedance and maximum power transfer is 
desired. For example, in mobile use, carbon microphones which are low-impedance 
devices (~ 200 r )  have frequently a common-base amplifier build fight into the micro- 
phone housing. 

The biasing considerations outlined above apply equally well to FET amplifiers. 

4.5.3 T h e  B J T  as A m p l i f i e r  

The common-emitter configuration is the most widely used for amplifiers as it com- 
bines high gain with a moderately high input impedance. Figure 4.13 shows a simple 
common-emitter amplifier and the transistor characteristics. 

As shown by the output characteristics (Ic-Vce) in Fig. 4.13b, a transistor is a highly 
nonlinear device (although normal operation is in the fiat portion of the curves, the 
so-called linear region). On the other hand, the external circuit elements which are 
connected to the transistor, like the load resistor and the battery, are linear elements. 
Interconnecting linear and nonlinear elements form a circuit that can be analyzed by 
Kirchhoff's laws. For example, in the output circuit of the common-emitter amplifier, 
summation of voltages around the loop gives 

Vcc - Ic RL -- Vce -- 0 (4.14) 
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FIGURE 4.13 (a) A grounded-emitter amplifier. (b) Typical collector characteristics for a npn transistor. 
A load line obtained from the output circuit of (a) is superimposed. 

Rearranging this equation so it can be plotted on the output characteristics of Fig. 4.13b 

which have Ic and Vce coordinates, we obtain 

Ic = VCC / RL -- ( 1 / RL) Vce (4.15) 

This is an equation of a straight line 11 like that we plotted on Fig. 4.13b and we will 

refer to it from now on as a load line with slope - 1 / R L .  Superimposing the load line 
on the output characteristics in effect gives us a graphical solution to two simultaneous 
equations: one equation, belonging to the transistor, is nonlinear and is represented by 

the family of Ic-Vce graphs (too complicated to be represented analytically), and the 
other equation, belonging to the output circuit, is linear and is represented by (4.15). 

Where the family of transistor curves Ic-Vce intersect the load line determines the pos- 

sible Ic, Vce values that may exist in the output circuit. Hence, transistor current and 
voltage may only have values which are on the load line. Obviously, an amplified output 

11 Remember from analytical geometry that the equation of a straight line is given by y -- b + mx, with b 
for the y-axis intercept and m for the slope of the line. 
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voltage can have values anywhere along the load line, from Vce = 1 V to 10 V, and an 
output current from Ic = 4 mA to 0. The magnitude of the base current Ib will now 
determine where on the load line the amplifier will "sit" when there is no input signal, 
i.e., when it is not amplifying. We call this point the quiescent point, operating point, or 
simply Q-point. The voltage of the biasing battery VBB will determine this point, and 
from our previous discussion it should be about halfway on the load line. 12 

At this time it is appropriate to consider what battery voltage, load resistor, load line, 
and Q-point should be chosen for good transistor operation. In the previous section on 
design considerations, we started to address some of these issues. If we have no other 
constraints, good transistor operation can be defined as optimal use of the operating 
region, which is approximately the area of the fiat curves, i.e., the area between 1 < 
Vce < 10 and 0 < Ic < 4.5 in Fig. 4.13b. To use this area optimally, we first pick 
a battery with voltage of Vcc = 10 V; this pick determines one endpoint of the load 
line. The load resistor RL should then be chosen such that the load line goes through the 
"knee" of the uppermost Ib curve and intersects the/c-axis  at the point V c c / R L .  This 
intersection point determines RL as Vcc is known. A proper load line therefore divides 
the operating region approximately in half. The choice of the Q-point is now obvious: 
it should be in the middle of the load line (in Fig. 4.13b at Ic = 2.4 mA and Vce = 5 V, 
or roughly where the load line intersects the Ib = 5 /zA curve). 

Choosing a load line and picking a Q-point is referred to as DC design of an ampli- 
fier. It is an important part of amplifier design as it sets the stage for proper amplifica- 
tion of a varying input signal. Unless there are other considerations than those outlined 
above for good design, a poorly DC-designed amplifier can waste power and can lead to 
distortion. For example, a load line chosen to lie in the low part of an operating region 
indicates that a less powerful and less costly transistor would do----one for which the 
load line goes through the entire operating region. 

Graphical AC analysis of the above amplifier gives a current gain as the ratio of 
output and input current 

io A lc  ( 3 . 2 -  1.5)mA 
G = --  = = = 425 (4.16) 

ii A lb  (7 -- 3)/zA 

where for a sinusoidal input variation, the output current io is the sinusoidal variation 
in collector current Ic; similarly the input current causes the sinusoidal variation in Ib 
about the Q-point. These variations are sketched in on Fig. 4.13b for the values picked 
in (4.16). The current gain of a common-emitter amplifier, using representative collector 
characteristics for the npn transistor shown in Fig. 4.13b, is thus substantial. 

12For the amplifier to "sit" at the halfway point on the load line when Vs -- 0, a biasing current of I b -- 5 I~A 
must be injected into the base. As small voltage changes in the forward bias of 0.7 V cause large changes in 
Ib (look at Fig. 4.5 near 0.7 V), a signal Vs present at the input is substantially amplified. We will also show 
in the next example that a self-bias circuit is more practical than one requiring a seperate biasing battery VBB. 
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4.5.4 DC Self-Bias Design and Thermal Runaway Protection 

Consider the commonly used circuit shown in Fig. 4.14a. We have omitted the battery 
and only shown a 12 V terminal; it is assumed that a 12 V battery is connected between 
the terminal and ground. This is customary in electronic circuits as only one battery or 
one power supply is used to power all circuits in an electronic device. As shown in the 
figure, the biasing voltage is obtained from the common 12 V bus, thus eliminating the 
need for a separate biasing battery. The voltage divider circuit of R1 and Re provides 
the voltage for forward bias of the npn transistor. For forward bias, the base voltage 
must be more positive than the emitter voltage by 0.7 V. Therefore RE is part of the 
biasing circuit as it raises the emitter voltage when collector current flows. As long as 
we can maintain the base 0.7 V more positive than the emitter, the transistor is properly 
biased. Furthermore, this ingenious arrangement of three biasing resistors also provides 
thermal runaway protection for the transistor: we know that as the temperature of sili- 
con material increases, its resistance decreases, which in turn causes the current in the 
material to increase; the cycle repeats until the device is destroyed. Should this happen 
in the circuit of Fig. 4.14a, the additional voltage drop due to any increased current 
through RE decreases the forward-bias voltage, thus reducing the current through the 
transistor and stabilizing the circuit before any damage is done. 

EXAMPLE 4.5 Before a signal can be amplified the DC design must be completed, 
which we will now show for the grounded-emitter amplifier of Fig. 4.14a. The load line 
to be superimposed on the collector characteristics is obtained by applying Kirchoff's 
voltage law to the output loop in Fig. 4.14a, which gives the equation 

Vcc 1 
Ic = - ~ Vce (4.17) 

RE + RL RE + RL 

As the values for Vcc, RE, and RL are given in the circuit of Fig. 4.14a, we can sketch 
in the load line on the output characteristics. All that remains now is to set the Q-point 
(operating point), which should be chosen to be in the middle of the load line, that is, 
Ib ~ 17 #A. To design a biasing circuit which will give that value, we proceed by 
first finding Thevenin's equivalent circuit for the voltage-divider biasing circuit. This is 
straightforward once we redraw the voltage divider as shown in Fig. 4.14b. Replacing 
the voltage divider in Fig. 4.14a by Thevenin's equivalent, we obtain the circuit in 
Fig. 4.14c, which is easier to analyze. For the input loop, we can now write 

VTh = RThlb + Vbe + RE lc (4.18) 

where we have approximated the emitter current that flows through RE by the collec- 
tor current, i.e., le "~ Ic. The above equation, which has two unknown currents, can 
be further simplified by using design equation (4.8) for a BJT, which relates the two 
unknowns as Ic = fl Ib to give the biasing base current as 

VTh -- [/be 
Ib = (4.19) 

fl RE + RTh 
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This is the design equation for Ib to be used to fix the Q-point. RTh and VTh can be 
chosen by choosing R1 and R2, Vbe "~" 0.7 V for silicon-based transistors, and/3 can 
be obtained from the collector characteristics. Once Ib is determined, Ic and Vce at the 
operating point can be found from/~ Ib and (4.17) or simply by reading off It, Vce values 
from the collector characteristics at the operating point. (Note that there is continuity 
between the amplifier of the previous section, Fig. 4.13a and Fig. 4.14c. Except for RE, 
they are the same if VTh = VBB and RTh -- Rs.) 

Let us now check the values given in Fig. 4.14a and verify that they do give the 
desired Q-point. V:rh -- (4/(4 + 27)) �9 12 = 1.55 V and RTh = 4.27/(4 + 27) = 3.5 
kf2. The gain factor fl is determined by finding the ratio Ale~ A lb using the collector 
characteristics graphs. Thus near the top, /3 = A l c / A I b  = ( 5 . 9 -  4 . 6 ) m A / ( 1 0 0 -  
80)#A = 65, while near the bottom of the graphs/3 = (2 - 1)/(0.04 - 0.02) = 50. 
Since the operating point is in the bottom of the graphs, we use fl = 50 and obtain 
for It, = (1.55 - 0.7)V/(50.1 + 3.5)kf2 = 16/zA, which gives us a Q-point near the 
middle of the load line. The collector current at the Q-point is lc =/3  lb = 50.16 -- 0.8 
mA and the collector-emitter voltage using (4.17) is Vce = Vcc - Ic(RE + Rt.) -- 
12 - 0.8(1 + 6) = 6.4 V. These values check with the values obtained by reading off 
Ic, Vce from the collector characteristics at the Q-point. 1 

We can also check that the transistor has the correct forward bias. Using Fig. 14.4c, 
Kirchoff's voltage law for the input loop gives us Vbe = VTh -- IcRE -- lbRTh = 
1.55 -- 0.8.1 -- 0.016. 3.5 = 0.75 V, which is sufficiently close to the correct biasing 
voltage. Note that the voltage drop across RTh is negligible as the base current is so 
small; hence the biasing voltage is determined primarily by the voltage-divider action 
of R1 R2 and the voltage drop across the thermal-runaway protection resistor RE. The 
self-bias circuit therefore injects the correct biasing current into the base. 

Now that the amplifier is properly designed, we can amplify a signal. If an AC signal 
at the input causes the input current Ib to vary about the Q-point between the top of the 
load line (37 #A) and the bottom of the load line (0), the output current Ic will vary 
between 1.7 mA and 0. The amplifier has thus a current gain of 1.7 mA/37 #A = 46, 
which is smaller than/3 = 50 as/3 -- 50 was calculated a bit higher in the active area. 
This amplifier also has power and voltage gain. To calculate the voltage gain one would 
have to first relate the voltage of an input source to the input current lb. 

Note that for this example, we chose a load line which is not "optimum" according 
to our previous discussion as it goes only through the bottom of the active area. A better 
load line would be steeper (smaller load resistor RL) and go through the knee of the 
Ib -- 100 #A curve. It should be clear that such a load line would require use of a 
different/3ma value closer to the value 65 obtained for the top of the active region. 

4.5.5 F i x e d - C u r r e n t  Bias  

The self-bias circuit of the previous example provides a stable Q-point even as the pa- 
rameters of the transistor vary with temperature or vary among mass-produced transis- 
tors. As the temperature increases, for example, Ic and/3 increase almost linearly with 
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FIGURE 4.15 Resistor RFB injects a bias current for setting the Q-point. 

temperature. If stabilization and drift of the Q-point are not of primary importance, 
a much simpler biasing circuit that injects the correct amount of base current into the 
transistor for a desired Q-point may suffice, and is considered in the following example. 

EXAMPLE 4.6 Let us consider the common-emitter amplifier of Fig. 4.14a and re- 
place the biasing circuit with that shown in Fig. 4.15, where the single resistor RFB 
provides the fixed-current bias. To obtain the same load line on the drain character- 
istics of Fig. 4.14d, we have changed the load resistor to RL = 7 k~  in Fig. 4.15. 
To obtain the same Q-point on the load line, we have to inject the same 16 #A base 
current. As the base-emitter input junction must be forward-biased, the base-emitter 
voltage will be about 0.7 V. Therefore, the value of the biasing resistor must be R ~  = 
(Vcc - 0.7)/Ib, Q = (12 -- 0.7)V/16/~A = 706 k~2. B 

4 .5 .6  T h e  F E T  as  A m p l i f i e r  

The design of a FET amplifier is similar to that for the BJT. After picking a transistor 
with the desired characteristics, the DC design is carried out next. This involves choos- 
ing a suitable battery or DC supply voltage, choosing a suitable load resistance which 
will determine the load line, and finally designing a biasing circuit to give a suitable Q- 
point (DC operating point). This procedure leaves a good deal of freedom in the choice 
of parameters and is often as much an art as it is engineering. Only after the DC design 
is completed is the amplifier ready to amplify a signal. 

A basic FET amplifier is that of Fig. 4.13a with the substitution of a FET for the 
BJT. The load line, which depends on the supply voltage and RE, can then be drawn 
on the output (drain characteristics) of the FET. As for the BJT amplifier, to avoid 
using a separate biasing battery we substitute the self-bias circuit of Fig. 4.14a with its 
stabilization features and transistor thermal-runaway protection. Figure 4.16a shows a 
practical FET amplifier using the 2N5459, an n-channel JFET transistor. 

One aspect is different for a FET. The characteristics are more nonlinear for a FET 
than a BJT (the curves for the FET are not as evenly spaced as for the BJT). 13 Recall 

13The nonlinearities of the FET graphs make the FET less suitable as a large-signal amplifier. Distortion 
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FIGURE 4.16 (a) A FET amplifier with self-bias. (b) DC equivalent circuit using Thevenin's voltage and 
resistance for the input circuit (see Fig. 4.14b). (c) The transfer characteristics and (d) the output characteris- 
tics of an n-channel JFET 2N5459 transistor. 

that for the BJT we used, in addition to the output characteristics, the linear relationship 
Ic = fl Ib to set the Q-point, whereas for the FET the comparable relationship is (4.10), 
which is nonlinear. To avoid complicated algebra due to the nonlinearity of (4.10), 
we can use the transfer characteristics which are a plot of (4.10) in addition to the 
output characteristics to set the Q-point graphically. Such a graphical technique aids in 
understanding, but a more practical technique is simply an approximate "cut-and-try," 
which makes the design of the operating point for the FET not much more complicated 
than that for the BJT. 

is reduced when the input signal swings are small, as then the operation is confined to a more linear region. 
Thus FET amplifiers are more suited as front-end stages (preamps) in an amplifier when the signals are still 
small. 
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Before the circuit of Fig. 4.16a can be used, let us complete the DC design which 
will determine all resistance values. The signal source Vs should have no effect on 
the biasing of the transistor, because for DC operation Vs is essentially disconnected 
from the amplifier by the coupling capacitor C (an open circuit at DC). The coupling 
capacitor C also ensures that the DC biasing current only flows into the base. Without 
C one could find that the biasing current is flowing back into the signal source instead of 
into the base. Looking at the drain characteristics (Fig. 4.16d), we see that a good choice 
for supply voltage is VDD = 10 V, which fixes one end of the load line. To have the load 
line pass through the knee of the uppermost curve, pick RL + Rs = VDD/Idss = 10 V/4 
mA = 2.5 kf2. The Q-point will be determined when three unknowns, 1,t, Vds, and Vgs, 
for the Q-point are specified. Once the load line is drawn in on the drain characteristics, 
we can easily see that a desirable Q-point is at Id = 2 mA, Vds = 5 V, and Vgs = - 0 . 6  
V. We can now use either the graphical or the approximate methods to find the values 
of the resistors that will set the desired Q-point. 

4.5.7 Graphical Method 

The equation for the load line is determined by the DC voltage drops in the output 
circuit, which by the use of Kirchoff's voltage law are VDD = Id RI_. + Vds + IdRs. 
Rearranging this in the form of a load line equation, 

VDD 1 
Id = - ~ Vds (4.20) 

Rs + RL Rs + RL 

which is plotted on the output characteristics. To fix a Q-point on the load line we 
need a relationship between gate voltage and drain current which can be obtained from 
the input circuit. Summing the voltage drops in the input circuit of Fig. 4.16b gives us 
VTh = Vgs + IdRs, where the Thevenin's voltage is V~ = VDDR1/(R1 + R2), R ~  = 
R1R2/(R1 + R2), and the voltage drop Ig RTh is ignored as the gate current into a FET 
is insignificant. We can now put this equation in the form of a load line 

VTh 1 
Id = ggs (4.21) 

Rs Rs 

and plot it on the transfer characteristics. When this is done, the straight load line 
will intersect the transfer characteristic and thus determine the Q-point as shown in 
Fig. 4.16c. Hence Vgs and Id are fixed, and projecting the Q-point horizontally until it 
intersects the load line on the drain characteristics, determines Vds. As can be seen by 
studying the bias load line equation (4.21), the Q-point is determined by the values of 
the three resistors R1, Re, and Rs, which determine the slope and/d-axis intersect of 
the bias line. 
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4.5.8 Approximate  Method for the Q-Point 

Once the Q-point, VTh, and RTh are chosen, R1, R2, and Rs are easily determined by 
(see Fig. 4.14b) 

R2 -- RTh VDD/ VTh and R1 -- R T h R 2 / ( R 2  - RTh) (4.22) 

and Rs from (4.21) as Rs = (VTh - -  Vgs)/ld. For a good design choose R T h  in the 
megaohm range: the large resistance will keep the input impedance high and will drain 
little power from the power supply. Similarly, make VTh large compared with Vgs, so 
when Vgs varies from transistor to transistor and with temperature, the effects of the 
variations are minimized. 

EXAMPLE 4.7 Design the DC bias circuit of Fig. 4.16a that would fix the Q-point at 
Vgs - - 0 . 6  V, when VDD = 10 V and RL + Rs -- 2.5 kf2. 

Choosing a value of 1 Mr2 for RTh and 1.2 V for VTh yields Re -- 1 MF2 �9 10 V/1.2 
V = 8.3 Mf2 and R1 -- 1 Mf2 �9 8.3 M~2/(8.3 - 5)MF2 - 2.5 Mf2. The value of the 
sink resistor is Rs = (1.2 - ( -0 .6 ) ) /2  mA = 0.9 kfa, where 2 mA was used as the 
value of drain current at the Q-point. The load resistor to be used is therefore RE = 2.5 
k~  - 0.9 kf2 = 1.6 kf2. These are reasonable values. Had we chosen, for example, 10 
MS2 and 3 V for RTh and VTh, we would have obtained 14.3 Mr2, 33.3 Mf2, and 1.8 kf2 
for R1, R2, and Rs, respectively, which are also reasonable values except for Rs, which 
would require a load resistor of only 0.6 kf2, a value too small to give sufficient signal 
gain. 

Even though the voltage divider of R1 R2 places a positive voltage on the gate, the 
gate is negatively biased with respect to the source. The reason is that source voltage 
with respect to ground is more positive than gate voltage with respect to ground, the 
effect of which is to make the gate more negative with respect to source. To check the 
circuit of Fig. 4.16a, we find that gate voltage with respect to ground is VTh -- 1.2 V, 
source voltage with respect to ground is Id Rs -- 2 mA �9 0.9 kS'2 = 1.8 V, and therefore 
Vgs - 1.2 V - 1.8 V = - 0 . 6  V, which is the correct bias. 

Now that the DC design is completed, the amplifier is ready to amplify an input 
signal. If Vs produces an AC signal at the gate as shown on the transfer characteristics, 
the output will appear as Vo on the drain characteristics for a gain of G = Vo/Vg = 

(7.5 - 2 .2 ) / ( -1  - ( -0 .2))  = -6 .6 .  The signal is thus magnified by 6.6 with a 180 ~ 
phase reversal implied by the minus sign (as input voltage increases, output voltage 
decreases). We are being somewhat optimistic here: on closer examination we realize 
that only the voltage that is developed across RL is available as output voltage; the 
voltage across Rs is not part of the output voltage. This becomes apparent when we 
consider the output loop in Fig. 4.16b" Vo is the constant voltage VDD minus the variable 
voltage across RL. We can obtain the correct gain by drawing an AC load line which 
has a slope given by - 1 / R L  and passes through the Q-point. The correct gain using the 
AC load line is only G -- (7 - 3) / -0 .8  - - 5 .  II 
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4.5.9 Biasing of MOSFETs 

The properties of a DE MOSFET allow the use of a particularly simple biasing cir- 
cuit which uses a single resistor Rg connected between gate and ground, as shown in 
Fig. 4.17a. Recall that the transfer characteristics of a DE MOSFET like that shown 
in Fig. 4.17b allow operation with positive and negative gate voltages, which implies 
that the Q-point can be set at Vgs = 0. The gate resistor Rg ties gate g effectively to 
source Vs such that Vgs -- 0. Recall that there is practically no current flow into a DE 
MOSFET gate; hence no potential is developed across Rg. On the other hand, should a 
charge build up on the gate, Rg will allow it to bleed off to ground before any damage is 
done to the gate. The gain that this amplifier produces, when VDD = 30 V and RL = 30 
V/4  mA = 7.5 kf2, can be obtained graphically and is G -- Vo/Vg ~ - 6 .  Note that 
most of the source voltage Vs appears across the gate, i.e., Vs .~ Vg -- Vgs (because of 
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FIGURE 4.17 (a) An amplifier using a DE MOSFET transistor. The (b) transfer characteristic and (c) 
drain characteristics showing the load line and an amplified AC signal. 
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the extremely high input impedance of a DE MOSFET and because resistance for Rg is 
in the megaohm range, we can assume that Rg >> Rs). 

4.5.10 Loss of Gain Due to Biasing Resistor 

The BJT biasing resistor RE and the FET biasing resistor Rs stabilize the Q-point and 
reduce the effects of transistor parameter variations due to temperature changes (tran- 
sistor operation can be severely affected by temperature changesNthermal stress is the 
most common cause of electronic component failure). However, biasing resistors also 
reduce the gain of the amplifier as follows: the output current in Figs. 4.14a and 4.16a 
flows through the load resistor RL as well as the biasing resistor; the amplified signal 
appears in part across each of these resistors, even though the usable output voltage is 
only the voltage across RE. The part of the output voltage across the biasing resistor, 
voltage VB, is out of phase with the input voltage l)i and thus reduces the voltage to the 
transistor. For example, in Fig. 4.14a, the voltage to the transistor is 

Vbe  = l)i - -  V B  (4.23) 

where VB = IcRE. Hence, the negative feedback 14 due to part of the output voltage 
into the input loop reduces the gain of the amplifier in comparison with the gain of an 
amplifier for which RE is zero. To avoid such negative feedback, we can connect a large 
capacitor across RE or Rs, effectively providing a low-impedance path to ground for 
AC signals. Thus for AC signals the emitter of a BJT or the source of a FET is placed at 
ground, while for DC operation the biasing resistor is still effective since the shunting 
capacitor for DC is an open circuit. 

Figure 4.18a shows a BJT amplifier connected to a source Vs, whose signal needs 
I to be amplified, and an external load resistor R L, across which the amplified signal is 

developed. For proper DC operation, RE is necessary, but if no signal loss is to occur 
due to the presence of RE, RE must be zero. Hence a bypass capacitor C E is placed 
across RE. CE provides a direct path to ground for signal currents, but since CE acts 
as an open circuit for DC, the DC operation of biasing is not affected. The DC-AC 
filtering action of capacitors was covered in Section 2.3 and again in Fig. 4.11. Here we 
are making the assumption that frequencies of the input signal and the capacitances are 
large enough to replace all capacitors by short circuits. In other words, the capacitive 
reactance ~ should be much smaller than any resistance at the lowest frequency of 

14Any time part of the output is applied to the input of an amplifier we have feedback. If the fed-back 
voltage is in phase with the input voltage, we have positive feedback. The gain of the amplifier is then 
increased, which can have undesirable effects of instability and oscillation. If we want to use an amplifier 
to perform as an oscillator, then positive feedback is fine. The reduced gain of negative feedback, on the 
other hand, has many desirable features which are commonly used in the design of amplifiers. For example, 
with negative feedback we obtain an amplifier which is more stable as it is less affected by temperature 
variations. Also because of the many small nonlinearities in the amplifier, the output can be moderately 
distorted. Negative feedback, which applies part of the distorted output voltage to the input, reduces distortion 
due to nonlinearities. 



Section 4.5 The Transistor as Amplifier 145 

cR21 

l _-7- 

vF ,, 

l c 

I 
) DC current  

~ A C  current  

R 2 ~ R L 

R~ E 

Vcc 

-iR,. 
R s 

R~ R 
0 s 

FIGURE 4.18 (a) An amplifier showing AC and DC current paths. (b) A DC equivalent circuit. (c) An 
AC equivalent circuit. 

interest. For example, one rule of thumb is to make 

1 
< 0.1 RE (4.24) 

o a C E  - -  

at the lowest frequency, ensuring that the signal current will pass through the bypass 
capacitor. The two coupling capacitors (C) serve a similar function: their purpose is to 
block DC but to allow passage of signals (AC). Figure 4.18a shows the paths of DC and 
AC currents, and Figs. 4.18b and c give the equivalent circuits for DC and AC. Thus in 
the DC circuit we have replaced all capacitors by open circuits and in the AC circuit all 
capacitors are replaced by short circuits. Furthermore, since the internal resistance of 
an ideal battery is zero (or a fraction of an ohm for a fully charged, practical battery), it 
is shown in the DC circuit as a DC voltage Vcc, but in the AC circuit it is replaced by a 
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short circuit (a battery has no AC content). Therefore, in Fig. 4.18a, for AC currents, the 
battery shorts R2 and RL to ground and R2 appears in parallel with R1 (as was already 

l shown in Figs. 4.14b and c). Note also that the external load resistor R L appears in 
parallel with the internal load resistor RL. 

It should now be mentioned that the gain that was calculated in Example 4.7 using 
the AC load line is valid for the case of a bypassed source resistor Rs. If Rs is not 
shunted by a large capacitance, the gain would be less than that calculated using the AC 
load line in Fig. 4.16d (see Problem 29). 

Bypass capacitors can have values in the hundreds or even thousands of microfarads 
(#F). Such high-capacitance capacitors are bulky and cannot be used in integrated cir- 
cuits, where even one such capacitor might be larger than the entire chip. Hence in 
integrated circuits bypass capacitors are omitted and the resulting loss of gain is made 
up by additional transistor stages. 

4.6 SAFETY CONSIDERATIONS AND GROUNDING 

In Figs. 4.7 and 4.10 we introduced the ground symbol and stated that it is a common 
connection point which is assumed to be at ground potential. In more complex circuits 
involving many transistors it is convenient to tie all circuits to common ground, 15 which 
can be a larger wire (conducting bus), a metal plate, or a conducting chassis. It is usual 
practice to refer all voltages to common ground. As ground is considered electrically 
neutral, the ground points of separate circuits can be connected together without influ- 
encing the separate circuits. For example, ground points of the input and output circuits 
of the two amplifiers in Fig. 4.11 are connected together without interfering with the 
operation of each circuit. 

Another reason to use the ground symbol would be for convenience. Using Fig. 4.11 
as an example again, we could have drawn the circuit as shown in Fig. 4.19, omitting 
the common wire and instead using a number of ground symbols. The omission of a 
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FIGURE 4.19 Alternative representation of the electric circuit of Fig. 4.11 using multiple ground sym- 
bols. 

15A good example is provided by the electrical wiring of an automobile. There, common ground is the 
metal chassis of the automobile, consisting of the metal body, frame, and engine, to which all electric circuits 
are tied to. The negative terminal of the car battery is tied to common ground. This type of ground is called 
chassis ground as it is different from earth ground. 
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common ground wire in a complex circuit schematic could actually make the schematic 
easier to read. 

We should also distinguish between the chassis ground symbol (r,g text-1) and the 
earth ground symbol ( ---4 text-2). For complicated circuits, when such a distinction can 
be made, it can simplify the tracing of schematics. 16 Chassis ground is a common con- 
nection point in electronic devices such as television sets and electrical appliances such 
as washing machines. Earth ground is provided by a connection to a metal rod driven 
into the earth or to any other metallic structures that are buried deeply into earth such 
as metal water pipes. The earth can be considered as a huge capacitor that readily ac- 
cepts any kind of charge or current flowing into it. A lightning rod is a device to ensure 
that destructive lightning bolts, which can carry currents of 20,000 A, flow safely to 
ground instead of through the underlying structure. In electrical equipment it is usu- 
ally prudent to connect the chassis directly to ground to avoid being shocked when the 
equipment malfunctions as, for example, when a "hot" wire accidentally shorts to the 
chassis--a person touching the chassis could be fatally shocked. However, if the chas- 
sis is earth-grounded, the current would flow harmlessly to earth (most likely circuit 
breakers would also trip immediately). 17 Of course in some devices such as automo- 
biles it is impractical to have chassis ground be the same as earth ground because tires 
provide effective insulation, but then there is really no need for such a linkage. Inside 
an automobile 12 V does not provide much of a shock hazard; but car mechanics who 
grope under the dashboard should avoid wearing metallic watches or rings, which could 
become dangerously hot when accidentally shorted across 12 V. Safety concerns can be 
further clarified by considering residential wiring. 

4.6.1 Residential Wiring 

One of the more confusing issues in house wiring is the purpose of the third ground 
wire in outlets and plugs. Figure 4.20 shows a three-wire system and the incoming line 
voltages in a typical residence. The neutral wire is grounded with 120 V AC, 60 Hz 
on either side of it. Line B and line R are 180 ~ out of phase such that VB = -VR, 
resulting in 240 V AC if a connection between the two hot wires is made. This system 
provides for the residence two separate 120 V lines and a single 240 V line for heavier- 
duty equipment such as air-conditioning and electric ranges. An examination of the 
individual 120 V outlets raises the question of the need for the extra ground wire running 
to each outlet. Assuming an appliance is connected to an outlet, why not simply connect 
the neutral wire to the chassis of the appliance and save one wire? The problem with 
this is as follows: should the plug be accidentally reversed, the hot wire with 120 V 
would be connected to the chassis with the possibility of fatal injury if someone were 
to touch the chassis while standing on ground. The ground wire, on the other hand, 
if properly connected to the chassis, would allow current to flow harmlessly to ground 

16For relatively simple circuits, most books use only the earth ground. 
17There is also good reason to connect chassis ground to earth ground in microelectronic systems because 

experience shows it tends to minimize damage to components due to static electricity. 
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FIGURE 4.20 Typical residential wiring, showing a three-wire single-phase system that provides two 
circuits of 120 V and one at 240 V. Color convention is white (W) for neutral, red (R) and black (B) for the 
hot wires, and green (G) for the ground wire. 

before a fuse would blow. Hopefully it is clear to the reader that ungrounded chassis 
or metallic cases that enclose electrical equipment can be lethal devices in the event of 
insulation failure or accidental hot-wire contact to chassis or case. 

To avoid the possibility of accidental shock, many communities mandate GFIs 
(ground-fault interrupters) in bathrooms, kitchens, and swimming pools. An electric 
appliance that is plugged into an outlet has currents in the hot and neutral wire that are 
equal and opposite in a properly working appliance. Unequal current flow could be the 
result of a malfunctioning appliance causing current to flow through the third ground 
wire or through a person that has touched the case of a malfunctioning appliance. GFIs, 
which look like ordinary outlets except for the presence of a trip switch, detect unequal 
current flow in the hot and neutral wire and instantly disconnect the faulty appliance 
from the outlet. 

4.7 SUMMARY 

�9 This chapter lays the foundation for more complicated electronics such as multi- 
stage amplifiers, operational amplifiers, integrated circuits, oscillators, and digital 
and analog electronics. 

�9 We showed that conduction can be by electrons and by holes and that doping of 
a semiconductor can increase its conductivity substantially. In a p-type doped 
semiconductor, holes are majority carriers and electrons are minority carriers. 

�9 The pn-junction was shown to be practically an ideal diode which under forward 
bias acted as a switch in the on-position and under reverse bias as a switch in the 
off-position. The rectifier equation showed this behavior mathematically. 
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�9 A bipolar junction transistor (BJT) was formed by two diodes back-to-back with 
the input junction forward-biased and the output junction reverse-biased. Am- 
plification is possible as the current that flows through the low-resistance input 
junction (emitter-base) is forced to flow also through the high-resistance output 
(base-collector) junction. The BJT is basically a current amplifier. 

�9 A second type of a transistor, simpler in concept, is the field effect transistor 
(FET). An input voltage varies the width of a channel in a doped semiconductor 
through which a current flows, thus controlling the output current. Since the input 
impedance of a FET is very high, practically no input current flows and the FET 
can be considered as a voltage amplifier. 

�9 Amplifier action was shown graphically by first deriving the equation of a load 
line and plotting it on the output characteristics of the transistor. After choosing 
the Q-point on the load line and designing the DC biasing circuit to establish 
that Q-point, the amplifier gain was calculated by assuming an input voltage (or 
current) variation and using the load line to read off the corresponding output 
voltage (or current) variation. 

�9 An amplifier, in addition to voltage and current gain, also provides power gain. In 
that sense it is fundamentally different from a device such as a transformer which 
can also provide voltage or current gain but never power gain. The energy of the 
amplified signal, which can be much larger than that of the input signal, has its 
source in the battery or the DC power supply. Since only the input signal should 
control the output, the voltage from the power supply must be constant so as not 
to influence the variations of the output signal, if the output is to be a faithful but 
magnified replica of the input signal. As electric utilities provide AC power only, 
rectifiers and filters studied in previous chapters are part of a key component of 
electronic equipment, namely, the DC power supply. 

Prob lems  

1. Determine the concentration of electron-hole (e-h) pairs and the resistivity of 
pure silicon at room temperature. 
Ans: 1.5 �9 1016 e-h pairs/m 3, 2273 f2. m. 

2. Find the resistance of a 1-m-long conducting wire with a cross-sectional area of 
10 -6 m 2. The material of the wire has a concentration of 1021 electrons/m 3 with 
a mobility of 1 m 2/V. s. 

3. A silicon sample is doped with donor impurities at a level of 1024/m 3. For this 
sample determine the majority and minority cartier concentration and the con- 
ductivity. 
Ans: Electron majority concentration n = Nd = 1024, minority hole concentra- 
tion p = 2.25 �9 108/m 3, and s = 2.16.104 S/m. 

4. Calculate the forward bias needed at room temperature on a germanium pn- 
junction to give a current of 10 mA. Use a reverse saturation current of Io = 
10-6A. 
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5. The reverse saturation current for a silicon pn-diode at room temperature (293 
K) is Io = 1 nA (= 10-9A). If the diode carries a forward current of 100 mA at 
room temperature, calculate the reverse saturation current and the forward current 
if the temperature is raised by 50~ 
Ans: Io(70~ = 32 nA; I (70~ = 216 mA. 

6. In the rectifier circuit of Fig. 3.2a, assuming room temperature and a reverse 
saturation current Io = 1 #A, find current i when (a) v = 0.2 V and RL = 0, (b) 
v = - 4  V and RL = 100 ~, and (c) v = +4 V and RL = 100 f2. 

7. Plot the input-output characteristics Vo/Vi for the circuit shown in Fig. 4.21. As- 
sume the diode is ideal (on-off switch), the input voltage varies in the range - 1 0  
V <  vi < +10 V, and R1 = 10R2.  

Rl 

O~ 0 

R 2 0 o  

0 

Fig. 4.21 

8. Three diodes have i-v characteristics given by the a, b, and c graphs in Fig. 4.22. 
For each diode sketch a circuit model which can include an ideal diode, a battery, 
and a resistor. 

i (mA) 

0 L 
0 0.5 1 1.5 

Fig. 4.22 

9. If the diodes of Problem 4-8 are used in the half-wave rectifier circuit of Fig. 3.2a, 
find the output peak voltage Vp when the input voltage is 10 VAC (rms) and RL = 
30 f2. 
Ans: (a) 12.12 V, (b) 13.14 V, and (c) 11.26 V. 

10. Determine if the ideal diode in the circuit shown in Fig. 4.23 is conducting by 
finding either the voltage Vd or the current ld in the diode. 

4s Vd 

10V 10f~ 

~15f2 

+ 
- - -  12V 

Fig. 4.23 

11. Find the current 18 through the 11 V battery in Fig. 4.24. Assume the diode is 
ideal. 
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Ans: IB = O. 

+ 
- - -  1 2 V  

V d 

4 f ~  : , '~15f~ 

+ 
- -  l l V  6 V  

Fig. 4.24 

12. If fl for a BJT is given as 150, find the emitter current Ie if the collector current 
Ic is given as 4 mA. 

13. Find/3 and c~ for a BJT transistor whose collector characteristics are shown in 
Fig. 4.13b. 
Ans: fl ,~ 500, ct ~ 1. 

14. Plot the transfer characteristics for a FET which has drain characteristics given 
by Fig. 4.8d. Compare to Fig. 4.9, which is the transfer characteristic obtained by 
applying (4.10). 

15. Find the transconductance gm for a FET which has drain characteristics given by 
Fig. 16d. 

16. In the amplifier of Fig. 4.12, the voltage of the biasing battery VEE is increased 
until the output voltage has a DC value of j VB when the input voltage Vs -- O. 

Sketch the output voltage Vo when Vs varies with the same sinusoidal amplitude as 
implied in Fig. 4.12. Repeat for the case when the output voltage has a DC value 
of 3 VB. To give an undistorted output, how must the amplitude of Vs change? 

17. Using the grounded-emitter circuit of Fig. 4.13a, 

(a) Find the value of resistor Rs for a Q-point at Ib = 3/zA, when the biasing 
battery has a voltage of VBB = 2 V. 

(b) Calculate Ic, le, and Vce if RL = 2.2 kf2, Vcc = 8 V, and/3 = 500. 
Ans: (a) R s B  = 433 kf2; (b) Ic = 1.5 mA, le = 1.503 mA, Vce = 4.7 V. 

18. Using the grounded-emitter circuit of Fig. 4.13a with a change to Vcc = 8 V and 
Q-point Ib = 3 lzA, 

(a) Find the current gain G of the amplifier using a graphical method; that is, find 
G from the load line. 

(b) How do the values of Ic and Wce at the Q-point compare to those calculated 
in Problem 17? 

19. Redesign the self-biasing transistor amplifier of Fig. 4.14a to operate in most of 
the active area (shown by the collector characteristics of Fig. 4.14d); that is, use 
a load line which has one end at the battery voltage Vce - -  12 V and the other end 
at the knee of the Ib = 100/xA curve in Fig. 4.14d. To narrow the design, use 
Vcc = 12 V, RE = 0.5 kf2, and R1 = 10 kf2. Find RE, R2, and the current gain 
G = A I c / A l b .  
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20. A silicon BJT uses fixed-current bias as shown in Fig. 4.15. If Vcc = 9 V, RL = 3 
k~,  fl = 100, and Ic = 1 mA at the Q-point, find RFB, Ib, and Vce. 
Ans: Vce - 6 V, Ib -- 10/zA, and RFB = 1.13 Mr2. 

21. Design a grounded-emitter amplifier that will amplify signals with the largest 
possible amplitudes. Use a silicon transistor whose collector characteristics are 
shown in Fig. 4.7b in a fixed-bias circuit of the type in Fig. 4.15. Specify the 
battery voltage Vcc, the load resistor RE, the DC operating point (Q-point), and 
the biasing resistor RFB tO give that Q-point. 

22. Determine the Q-point of the self-bias, germanium transistor amplifier of Fig. 
4.14a, given that RE = 5 kf2, RE = 2 kf2, R1 -- 30 kf2, R2 -- 120 k~,  Vcc = 12 
V, and/3 = 100. 
Ans: Ib, a = 9.8/xA, lc, a = 0.98 mA, and Vce, Q = 5.1 W. 

23. A JFET whose drain characteristics are shown in Fig. 4.8d is in the grounded- 
source circuit of Fig. 4.16b. Assume that RE = RTh = 0, VDD = 15 V, and 
RE = 3 kf2. 

(a) Determine VTh for a drain current of Id = 2.8 mA. 
(b) Determine VTh for a drain-source voltage Vds = 10 V. 

24. In the grounded-source n-channel FET amplifier of Fig. 4.16a, R1 = 3.3 M~2, 
R2 = 15 Mr2, R r m L  = 1 kf2, Rs = 1 kf2, and VDD = 15 V. If the drain char- 
acteristics of Fig. 4.8d apply, determine the Q-point of the amplifier. Ignore the 
input source (at DC, Xc -- cx~). Hint: either construct a transfer characteristics 
graph by use of (4.10) or by use of the saturation (constant current) region of the 
drain characteristics and then plot the bias line, or use a trial-and-error method to 
find the Id, Q, Vgs, Q point on the load line. 
Ans: Vgs, Q = - - 1 . 8  V, Id,  Q = 4.5 mA, and Vds, Q - -  6 V. 

25. Design the self-biasing circuit for the grounded-source amplifier of Fig. 4.16a if 
Vcc = 8 V, RL = 2.5 kf2, Rs = 1.5 kf2, and the Q-point is in the middle of the 
load line. Use the characteristics of Fig. 4.16d. 

26. An enhancement MOSFET whose transfer and drain characteristics are shown 
in Figs. 4.25a and b is to be used as a basic amplifier in the circuit shown in 
Fig. 4.25c. Recall, that an n-channel enhancement-mode MOSFET operates with 
positive gate-source voltages between a threshold voltage VT (typically between 
2 and 4 V) and a maximum voltage Vgs,on. For VDD = 15 V, VGG = 7 V, and 
RL = 3 kf2, find the Q-point. 
Ans: Vgs, Q - -  7 V, Id, Q - -  2.5 mm, and Vds, Q "-  8 W. 

27. Self-bias can also be used for an enhancement-mode MOSFET. Consider the cir- 
cuit of Fig. 4.16a with Rs shorted as it is not needed because R1 and R2 alone can 
provide the positive biasing voltage needed for the enhancement-mode MOSFET. 
If a MOSFET transistor whose characteristics are shown in Fig. 4.25 is used in 
the self-bias circuit of Fig. 4.16a with R1 = 400 k~2, R2 = 600 kf2, RL = 3 kf2, 
Rs = 0, and VDD -- 15 V, specify Vgs, Id, and Vds at the Q-point. Hint: Assume 
that Ig = O. 
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28. To avoid negative feedback and the accompanying reduction of gain in the tran- 
sistor amplifier of Fig. 4.16a, calculate the value of a bypass capacitor CE that 
needs to be placed in parallel with Rs if the amplifier is to amplify signals down 
to 30 Hz. Use the value for Rs calculated in Example 4.7. 

29. Using the AC equivalent circuit of Fig. 4.16a, which is shown in Fig. 4.25. 

+ 
i L 

~+ 
0 

_1_ 
_'7- 

+ Fig. 4.25 
O o 

(a) Calculate the gain G = l ) o u t / l ) i n  of the amplifier (this is the gain with negative 
feedback). 

(b) Calculate the gain G, assuming a large bypass capacitor CE parallels Rs, 
which in effect reduces Rs to zero for AC signals. 

(c) Compare the two gains and state which is the larger. Hint: use id = g m V g s ,  

derived in (4.11), to relate the varying part id of the drain current to the vary- 
ing part Vgs of the gate-source voltage. 
Ans: (a) G -- --gmRL/(1 + gmRL), (b) G = --gmRL, and (c) gain with 
Rs = 0 is larger. 



CHAPTER 5 

Practical Amplifier Circuits 

5.1 INTRODUCTION 

The previous chapter covered the fundamentals of a single-stage amplifier, primarily the 
DC design which after choosing the battery voltage and the load resistor, determined the 
biasing needed for an optimum Q-point on the load line. After designing the biasing 
circuit, the amplifier is ready to amplify a weak signal to useful levels. Signals from 
sensors or transducers such as those from an antenna, microphone, or tapehead typically 
are weak signals--frequently so faint that they are at the ambient noise level. Other 
weak signal examples are 

(1) car radio reception that becomes weaker and weaker with distance from the radio 
station, prompting the driver to eventually switch to a stronger station to avoid 
the overriding crackling noise. 

(2) television reception with a great deal of "snow," indicating that atmospheric noise 
is becoming comparable in strength to the desired signal. 

Our study in the previous chapter was confined to single-stage amplifiers. A practical 
amplifier, on the other hand, consists of several stages which are cascaded to produce 
the high gain before a weak input signal can be considered sufficiently large to drive, for 
example, a power amplifier. Typically input signals, including those mentioned above, 
are on the order of microvolts (/zV), whereas usable signals should be in the volt range. 
Once the signal is in the volt range, it can be considered immune from interference by 
noise and other disturbing signals and is ready to be acted on by other devices such 
as waveshaping circuits and power amplifiers. To drive a power amplifier, which can 
deliver hundreds or thousands of watts, a large, noise-free voltage signal is neededm 
typically 1 to 10 V, which means that the voltage amplifier section of an amplifier must 
have a signal gain as high as 106. Obviously such a large gain cannot be obtained by a 
single amplifier stage. Several stages are needed, each one with a gain of 10 to a 1000. 
For example, to produce an overall gain of 106, which is required to amplify a signal 

155 
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Amplifier 
A 

i 

Sensitive 
transducer 
--- 10mV 

negligible 
power 

O----- 

o 

Signal voltage amplifier 
=10 laV in, =10 Vout 

negligible power 

Power amplifier 
=10 V in, =10 Vout 
= 1 mA in, = 10 Aout 

v v 

Voltage Gain = 10 6 Power Gain 

O 
=100 W out 

to load 
o 

F I G U R E  5.1 Typical amplifier showing the separate signal and power amplifier sections. A sensitive 
pickup device which generates microvolt signals that have practically no power is shown as driving the input 
of the amplifier. 

near the ambient noise level, three stages, each with a gain of 100, are needed. 
As a general guide, we can represent in block diagram form an amplifier such as that 

in a radio receiver or in a television set as consisting of a voltage amplifier followed by 
a power amplifier. 

Figure 5.1 shows such an amplifier with an overall gain of 106. This gain is achieved 
in the voltage amplifier section of the amplifier. The power amplifier section does not 
contribute to voltage gain--i t  is basically a current amplifier. Another way of looking at 
it is that the voltage section is a signal amplifier with no significant power at its output. 
It is the task of the power amplifier to produce substantial power at the output, which 
it does by amplifying the current to levels that are typically 1 to 100 A, while voltage 
swings are in the tens of volts. It should also be mentioned that it is the signal amplifier 
section which has more components and is more complicated, but since no power is 
involved and heat dissipation is small, an entire voltage amplifier can be manufactured 
as an integrated circuit in chip form. 1 

The objective of this chapter is to master the components that compose a multistage, 
high-gain amplifier, as well as the characteristics of such an amplifier. Although mod- 
em implementation of such an amplifier is frequently an integrated circuit in chip form, 
a study of interconnected, discrete devices is necessary for a complete understanding. 
For example, the beginning and the end stages of an amplifier are different because the 
functions performed are different. The first stage receives signals which are usually very 
small, making the FET ideally suited as a front-end stage--the high input impedance 
requires little power from the input device and even though the FET's characteristics 
are more nonlinear than those of a BJT, for small amplitudes signals this is of no con- 
sequence (any nonlinear curve is linear over a sufficiently small interval). 

1An entire power amplifier can be similarly manufactured as an integrated circuit. But because of the 
large amount of heat that needs to be dissipated, the chip is much larger, usually on the order of inches, and 
is mounted on a substantial heat sink such as a large metal plate with fins. 
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5.2 T H E  I D E A L  A M P L I F I E R  

An amplifier is a device that takes an input signal and magnifies it by a factor 2 A as 
shown in Fig. 5.2a, where rout = A vin. If one could build an ideal amplifier, what 
would its characteristics be? In a nutshell, the gain should be infinite, the frequency 
response should be fiat from DC to the highest frequencies, the input impedance should 
be infinite, and the output impedance should be zero. Let us arrive at these conclu- 
sions by using a typical amplifier circuit, like that shown in Fig. 5.2b. Here we have 
used Thevenin's circuit to represent the source, the input, and the output of the ampli- 
fier as well as the load that is connected to the output. Recall that in Section 1.6, we 
showed that Thevenin's theorem guarantees that "looking" into two terminals of a com- 
plex circuit, the complex circuit can be represented by Thevenin's equivalent circuit at 
the two terminals. Hence, the input terminals of an amplifier "see" the input source as 
a resistance Rs in series with an ideal voltage source Vs. At the same time, the input 
source "sees" the amplifier as a load resistance Ri. Similarly, the output of an amplifier 
acts as a source to the load resistance RE. The load resistance represents loads such as 
speakers, printers, motors, display devices, etc. The amplification factor Ar of the real 
amplifier can now be stated as 

Vo ioRL Av i / (Ro  + RE) 
A r  = - -  = = 

Vs Us Us 

Ri RL 
= A 

Rs -k- Ri Ro --t-- RL 

RE (5.1) 

where the voltage 1) i at the input terminals of the amplifier is related to the source voltage 
gi The last expression of (5.1) clearly states that overall gain Ar is less Vs by l) i m 1) s R s + R i "  

than intrinsic or open-loop gain A of the amplifier. However, it also suggests changes 
that can be made in the parameters of the amplifier for maximizing the overall gain Ar, 
which was our initial goal. Thus for an ideal amplifier: 

(a) Ri ~ oo, so the entire source voltage Vs is developed across Ri (in other words, 

a b 

 :OonO 
nput source /-- Amplifier ~----O R~ 

Os~~) i'~ O~i ~Ri m~o i 

Loa 7 
oO I 

FIGURE 5.2 (a) An ideal amplifier. (b) Thevenin's equivalent of an amplifier with signal source con- 
nected to input and a load impedance connected to the output. 

2Also known as open-loop or open-circuit gain. G is also commonly used for gain. 
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R 

1~i O O i Oo=AOi Os Oi O o ~  RL 

FIGURE 5.3 (a) An ideal amplifier is represented by input terminals which are open-circuited (Ri = cx~) 
and output terminals which connect to a controlled voltage source. (b) Source and load are connected to an 
ideal amplifier. 

all of Vs is placed across the amplifier input) and the input source Vs does not have 
to develop any power (ii -- 0 when Ri = ~ ) .  

(b) Ro --+ 0, so all of the available voltage A vi is developed across RE and none of it 
is lost internally. Also if it were possible to have Ro be equal to zero, the amplifier 
would then be a source of infinite power; hence, the smaller Ro in a real amplifier, 
the less effect a load has on the amplifier (in other words, RL does not "load" the 
amplifier). 

(c) A --+ oo (for obvious reasons) and A should be constant with frequency, that is, 
amplify all frequencies equally. 

In conclusion, we can state that 

ideal Ar = lim Ar --  A (5.2) 
R i ---~oo 

Ro  ---~ O 

An ideal amplifier can be represented as in Fig. 5.3a or as in Fig. 5.3b, which shows 
source and load connected to the input and output terminals. 3 When designing a practi- 
cal amplifier, we should be aware of these characteristics and use them as a guide in the 
design. For example, the first stage of a multistage, high-gain amplifier should have an 
input impedance as high as possible to accommodate feeble input sources that, by their 
very nature, are high-impedance sources. 

EXAMPLE 5.1 Temperature variations are to be recorded on a chart recorder. The 
output of a temperature transducer (a device that converts temperature to low-level volt- 
ages) must be sufficiently amplified so it can drive the chart recorder (a transducer that 
converts voltage levels to pen positions). At maximum temperature the transducer puts 
out 10 mV. The chart recorder requires 1V for maximum pen position. If we were to use 
an amplifier such as that in Fig. 5.2b with an open-loop gain A -- 1V/10 mV = 100, 

3We will shortly show that an operational amplifier (op amp), which is an integrated circuit chip of a 
multistage, high-gain voltage amplifier, comes close to the specifications of an ideal amplifier. As such, it 
finds wide use in industry. 
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what would the pen position be at maximum temperature? The temperature transducer 
has an internal impedance of 600 g2, the chart recorder has an internal impedance of 
1200 f2, the amplifier input impedance is 3000 f2, and the amplifier output impedance 
is 200 ~. 

The open-circuit voltage of the temperature transducer at maximum temperature is 
10mV, of which only 10inV.(3000/(600 + 3000)) = 8.33 mV is available for amplifi- 
cation because of voltage division between source and amplifier input resistance. The 
open-circuit voltage of the amplifier is therefore 100 �9 8.33 = 833 mV, of which only 
833.(1200/(200+ 1200)) = 741 mV is available to the chart recorder because of voltage 
division. Hence the overall gain Ar of the amplifier is Ar = Vo/Vi -- 741/10 = 74.1 
(this result could have also been obtained from (5.1)). The chart recorder will therefore 
read 71.4% of maximum at maximum temperature. II 

Let us now proceed with the analysis of the beginning stage of a multistage amplifier, 
and after that progress through the amplifier to the larger-voltage amplifier stage, and 
finally to the power amplifier stage. 

5.3 SMALL-SIGNAL AMPLIFIERS 

We showed in the previous chapter that gain of an amplifier could be obtained by a 
graphical method, simply by comparing output and input voltage swings. This method, 
however, becomes useless when millivolt input signals are plotted on characteristic 
curves that have an axis in the volt range. Thus for input stages of an amplifier, the 
input signal variation becomes a dot on the characteristic curves and gain cannot be 
read off. This problem, however, can be converted to our advantage as follows: even 
though the transistor characteristic curves are nonlinear, using a small portion of the 
curve allows us to approximate the curve by a straight line. Thus for small input sig- 
nals, we can linearize the transistor, which until now was a mysterious, three-terminal, 
nonlinear device. It can now be replaced by resistors and a controlled source. A tran- 
sistor circuit can then be treated as an ordinary circuit, which is a big advantage when 
analyzing transistor amplifiers. 

5.3.1 Small-Signal Model (FET) 

If we look at FET characteristics of, say, Fig. 4.8d or 4.16d, we observe that the current 
Id depends on the gate voltage Vgs as well as the drain voltage Vds, i.e., 

la = ld(Vgs, Yes) (5.3) 

For small signals which have small excursions A about the Q-point (operating point), 
we have from elementary calculus 

oId Old 
A Vds (5.4) Ate = O Vgs A Vgs + O Vds 
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FIGURE 5.4 (a) A FET and its (b) small-signal model. (c) The equivalent voltage-source model for a 
FET. 

We can identify the A's with the varying or the AC part of the total signal. For 

example Id = Id, o + A i d  = Id, a + id (see Fig. 4.13b), where small-case letters are 
used to represent the AC part of the signal. Equation (5.4) can then be written as 

1 
id = gm Vgs + - -  Vds (5.5) 

rd 

where gm - A i d ~  A Vgs and is called the t ransconductance  and for most FETs has 
values in the range of 1000 to 10000 #S. It is a measure of the effectiveness of drain 
current control by the gate voltage. Transconductance is obtained experimentally by 

holding the drain-source voltage constant and taking the ratio of changes of drain cur- 
rent to gate voltage. It is frequently used as a measure of quality of a FET transistor. 
The other parameter, a measure of the small upward tilt of the output characteristics in 
Fig. 4.16d, is the drain resistance rd = A V d s / A  Id, obtained by holding the gate voltage 
constant. A typical value is 50 kg2. 

Expression (5.5) is an equation for current summation at a single node; the circuit 
corresponding to this equation is a current source in parallel with a resistor as shown in 
Fig. 5.4b. Thus the AC equivalent circuit for the FET transistor at its output terminals 
is a practical source. It was shown in Section 1.6 that a practical source can have the 
form of Norton's equivalent circuit (current source in parallel with a resistor) or that of 
Thevenin's equivalent circuit (voltage source in series with a resistor). Thus an alternate 
way to represent a FET is by Thevenin's equivalent circuit, shown in Fig. 5.4c. We can 

go back and forth between these two circuits by noting that as long as the impedance 
and the open-circuit voltage at the two terminals is the same, the circuits are equivalent. 
Therefore, the magnitude of the voltage source in Thevenin's equivalent is gmrdVgs or 
simply A vgs, where gmrd -- A is a dimensionless factor which is the voltage gain of 
the transistor.4 

4We should now distinguish between dependent and independent sources. An independent voltage (de- 
noted by ~)) or current (circle with an arrow (])) source delivers an unchanging magnitude of voltage or 
current (examples are a battery and an outlet with 120VAc). A dependent source, on the other hand, has its 
magnitude controlled by some other quantity, usually a voltage or current that can be anywhere in the circuit. 
For example, the dependent sources of Figs. 5.3 and 5.4 are in the output circuit but are controlled by a voltage 
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Let us now see how a typical amplifier circuit, such as that in Fig. 5.5, simplifies by 
use of the small-signal model. Figure 5.5a shows a FET amplifier with a bypass capac- 
itor, coupling capacitors, a source vi connected to the input, and the output terminated 
in a load resistor. Figure 5.5b shows the same circuit but with the transistor replaced 
by the small-signal equivalent circuit. For small-amplitude signals we now have an 
ordinary circuit (ordinary means that the mysterious transistor has been replaced by a 
current source and resistor). We can simplify it further by noting that in an AC circuit, 5 
large capacitances can be replaced by short circuits, giving us the circuit in Fig. 5.5c. 
The input impedance is seen to be determined by the parallel combination of the bi- 
asing resistors R1 and R2. If they are of high resistance, which they usually are so as 
to avoid loading the input source, we can approximate R1 II R2 by infinite resistance. 
Furthermore, if we use Thevenin's equivalent in place of Norton's we arrive at the fi- 
nal form of the equivalent circuit 6 shown in Fig. 5.5d, which depicts the FET to be a 
voltage-controlled amplifier (the controlling voltage is the input voltage). The input to 
the amplifier is shown as an open circuit, which is a reasonable approximation for FETs 
as their input impedance is very high, typically 1014 f2. 

We have now succeeded in reducing a typical FET transistor amplifier (Fig. 5.5a) 
to the elementary amplifier form (Fig. 5.2b) that we considered at the beginning of the 
chapter. In Fig. 5.2b we used Thevenin's theorem to show that the essential components 
of an amplifier are a resistance at the input terminals and a practical source at the output 
terminals. Comparing the equivalent circuit of Fig. 5.5c or d to that of Fig. 5.2b, we see 
obvious similarities. 

The gain A r  - -  Vout/Vin of the amplifier can now be readily obtained by first finding 
the output voltage 

Avgs rdRL 
rout = - - ~  RE = --gm Vgs ~ (5.6) 

rd + RL rd + RL 

The real signal gain of the FET transistor amplifier is then 

rout Vo rd RL 
Ar -- -- = - g m  ~ "~ - g m  RL[rd>>RL (5.7) 

Vin Vgs rd -k- RL 

where the approximation rd >> RL, valid for most transistors in practical situations, 
was made. The last expression in (5.7) is very useful" it states that for amplifier gain the 

important parameters are the transconductance gm of  the transistor and the external 

load resistance RL. Often, the easiest way to increase gain is simply to increase the 
external load resistance. Should this not be practical, then either a transistor with greater 
transconductance or an additional amplifier stage should be used. 

at the input. A controlled or dependent voltage source is denoted by a diamond with a plus-minus sign and a 
dependent current source by a diamond with an arrow. 

5For audio amplifiers, high-value capacitors should begin to act as shorts (1/o9C ~ 0) for frequencies 
larger than 20-30Hz (note that "short" is an abbreviation for "short circuit"). 

6From a cursory examination, the equivalent circuits of Figs. 5.5b, c, and d appear to have two independent 
halves. Obviously this is not the case as the two halves are linked by the input voltage Vgs, which appears as 
the controlling voltage in the output half. 
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FIGURE 5.5 (a) A FET amplifier. (b) The transistor is replaced by the small-signal model. (c) AC 
equivalent circuit. (d) Same circuit as (c), except that R 1 II R2 is approximated by infinity. 

EXAMPLE 5.2 Apply the gain formula (5.7) to find the gain of the FET amplifier 
shown in Fig. 5.5. Use the resistance values and the output characteristics graph that 
were used in Example 4.7 to obtain the gain graphically for the amplifier in Fig. 4.16a. 

In order to calculate the gain mathematically using (5.7), we need to first calculate 
the transconductance gm and output resistance rd from the graph in Fig. 4.16d. Using 
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an area centered around the Q-point, we obtain the transconductance (while holding 

Vds constant, or equivalently Vds = 0) as 

A I a  ( 2 . 3 -  1.7) mA 
gm = = 

A Vgs (--0.5 -- (--0.7)) V 

-- 3 m S - 3 . 1 0 - 3 S .  

0.6 

0.2 

Similarly for the output resistance, which is the slope of the output characteristic curves 
near the Q-point, we obtain (holding Vgs constant or what amounts to the same thing, 

Vgs - O) rd = zx Vds Aid = (10--  0) V/(2.1 -- 1.9) m A - -  1 0 / 0 . 2 -  50 kf2. In Example 4.7 
the load resistance was given as RL -- 1.6 kf2. Thus rd is much larger than RL, which 
justifies use of the last expression in (5.7). Hence, the gain for the FET amplifier is 
Ar = - -gmRL = (--3- 10-3)(1.6 �9 103) = --4.8. This result compares favorably with 
the gain o f - 5  obtained graphically in Example 4.7. II 

5.3.2 Small-Signal Model (BJT) 

Similarly to the previous section, we would now like to develop a linear circuit model 
for BJT transistors which is valid for small input signals. As in the previous section, 
we will equate the small signals with the AC signals that need amplifying and that 
normally ride on top of the DC voltages and currents at the Q-point. If we examine 
typical BJT characteristics, Figs. 4.7, 4.13, or 4.14, we find them highly nonlinear, but 
if the excursions about a point (like the Q-point) along one of these curves are small, 
the nonlinear curves can be approximated by straight lines at that point. Proceeding 
as in the case of the FET, we note that the collector current Ic in the above-mentioned 
figures depends on the base current and the collector voltage, i.e., 

I c -  Ic (Ib, Wce) (5.8) 

Differentiating, using the calculus chain rule, gives us an expression in which the A's 
can be associated with small variations in total voltage or current (generally about the 
Q-point of a properly biased transistor): 

Olc 
O Ic A l b  + A Vce (5.9) 

A l e  -- Olb OWce 

As before, we identify the small variations with the AC part of the signal, 7 i.e., 
ic - A l e ,  ib = AIb ,  and Vce -- A Vce, and Olc/Olb with the current gain fl (evaluated at 
the Q-point with Vce constant,/3 is also known as h f )  and 0 Ic /0  Vce with the slope of 
the collector characteristics (with Ib constant), usually called the collector conductance 

7The convention that each voltage and current is a superposition of a DC component (the Q-point current 
or voltage) and a small AC component is used (see Fig. 4.11 or Fig. 4.13b). DC components are denoted by 
uppercase letters and AC components by lowercase letters (as, for example, I b -- Ib, Q -k- Alb  =- lb, Q -q- ib). 
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ho or collector resistance rc = 1/ho.  Thus, the output of the small-signal model is 
characterized by 

1 
ic = [3ib -k- --Vce (5.10) 

rc 

for which the equivalent circuit is given in Fig. 5.6b. As in the case of the FET (or 
Fig. 5.4b), at the output terminals (which are the collector-emitter terminals), the BJT 
is represented by a controlled-current source in parallel with a resistance. 

What about the input terminals of a BJT ampli f ier~how do we characterize them? 
In the case of the FET, the input terminals were simply represented by an open circuit 
as shown in Fig. 5.5d, which is a valid representation as the input resistance of FETs 
is very high, typically 1014 f2. For the BJT, on the other hand, this would not be a 
valid approximation, as the BJT by its very nature is a current-controlled amplifier, 
whereas the FET is a voltage-controlled amplifier.8 To find the input resistance, we must 
remember that a BJT operates properly only if the input junction is forward-biased; in 
other words, the base--emitter junction must be at the turn-on voltage Vbe ~ 0.7 V. If 
it is less 9 than 0.7 V, the transistor is reverse-biased and no emitter or collector current 
will flow, i.e., the transistor is cut off. Therefore, for DC biasing voltages, which are on 
the order of a volt, the input junction acts as a forward-biased diode and can be modeled 
as such. The situation is different, though, when a small signal voltage on top of the 
0.7 VDC is applied to the input (base-emitter junction), as in Fig. 5.6. Then the small 
changes in Vbe (denoted as Vbe), which are in response to a weak input signal, will cause 
ib to change and ic to change greatly but in unison (ic = flib). The input resistance that 
a signal source will "see" and which we are trying to find can be determined from the 
characteristics of a forward-biased diode, which are given in Fig. 4.5, with a vertical 
axis Ib and horizontal axis Vbe. Hence, using Equation (4.5) under forward bias, when 
the - 1  term is negligible in comparison with the exponential term, we have 

Ib = lo e x p ( e V b e / k T )  (5.11) 

To obtain the resistance to small changes in current, we take the total derivative of (5.11) 

A lb -- ( O Ib l O Vbe ) A Vbe (5.12) 

and (using Ohm's law) identify the partial derivative term with the input resistance ri. 
The steps in detail are ri = 1/(01b/OVbe) -- 1 / ( I b e / k T ) ,  which at room temperature 
(T = 20~ = 293 K)gives 

0.025 0.025 
ri = = / ~ ~  (5.13) 

Ib Ic 

8Current-controlled devices must have a low input resistance in order to have adequate current flow into 
the device, whereas voltage-controlled devices must have high input resistance in order to have adequate 
voltage developed across their terminals. 

9It cannot be more, as an attempt to increase the voltage above 0.7V will only increase the current drasti- 
cally, as shown in Fig. 4.5, without increasing the voltage. 
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F I G U R E  5.6 (a) The equivalent circuit for the small-signal model of a BJT transistor. (b) Current-source 
model. (c) Voltage-source model. 

where k T / e  = 0.025 V, k = 1.38.10 -23 J/K, e - 1 .6 .10  -19 C, and Ib and Ic are the 
total currents at the Q-point. Equation (5.12) can now be stated as 

1 
ib - -  - - l ) b e  (5.14) 

ri 

To summarize, we can say that for small signals (Vbe and ib) the base-emitter junction 
acts as resistor and not as a diode (the junction does act as a diode for larger volt- 
ages). Typical common-emitter values for ri are 1-3 kf2, for/3 are 50-150, and for 
rc are 105 f2 (in the literature rc is also known as 1/ho, ri is known as rzr or as hi,  

and fl as h f ) .  Equations (5.14) and (5.10) define the small-signal model of the BJT 
amplifier for which the equivalent circuit is shown in Fig. 5.6. The current source is 
seen to be controlled by the input current ib. The input voltage Ube is equally suitable 
to control the source, because input current and voltage are related as ib = Vbe/ri.  

Hence flib = f lVbe/ri  = gmVbe, which also gives the transconductance of a BJT as 
gm = f l / r i .  For direct comparison with the equivalent circuit for the FET and for deriv- 
ing the voltage-source equivalent circuit for the BJT (Fig. 5.6c), a knowledge of gm for 
a BJT is valuable. However, for BJTs, the parameter most often used is the current gain 
/3 and not gm, which finds primary use in FET circuits. 

The BJT equivalent circuit is very similar to that of the FET (Fig. 5.4), except for the 
infinite input resistance of the FET, whereas the BJT has a finite input resistance which 
is rather small~ri  is typically 1 kf2. 

Let us now see how a typical BJT amplifier circuit, such as that in Figs. 4.14, 4.18, 
and 5.7, simplifies by use of the small-signal model. Figure 5.7a shows a BJT amplifier 
with a bypass capacitor, coupling capacitors, a source vi connected to the input, and the 
output terminated in a load resistor. In Fig. 5.7b, we have replaced the BJT by its AC 
equivalent circuit and shorted the battery (as the AC voltage across the battery is zero, it 
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acts as a short for AC and hence all power supply or battery nodes are AC ground). For 
sufficiently high frequencies (typically larger than 20 Hz), the capacitors act as shorts, 
which gives us the circuit of Fig. 5.7c. To ensure that most input power flows into the ri 
of the amplifier and not into the biasing resistors R1 and R2 (where it would be wasted), 
the parallel combination of R1 and R2 is usually larger than ri .10 Also, the collector 
resistance rc (typically 50-100 kf2) is usually much larger than the load resistance RL 
(typically 10 kfl). Neglecting the biasing and collector resistances gives the simple 
equivalent circuit of Fig. 5.7d, for which the real voltage gain is readily obtained as 

rout Vo 1~ i b RL I~ RL 
Av = = ~ = "-- = - -gmRL (5.15) 

Vin Vbe ibri ri 

Similarly, the current gain of the amplifier is 

/out io ~ib 
Ai = ~ = -- = = fl (5.16) 

tin ib ib 

The current gain of the amplifier is thus simply the current gain factor fl of the transistor 
(provided the current in rc can be neglected in comparison with that in RL). For the BJT, 
the power gain can also be stated as 

Pout Voio (flib )2 RL fl2 RL 
- -  = = ( 5 . 1 7 )  

A p -  Pin viii = A v A i  -- .2 ri tbri 

where we have neglected the minus sign. 
Once again, as in the case of the FET amplifier, we have shown that we can reduce 

the BJT amplifier to its fundamental form as shown in Fig. 5.2b. Comparing the circuit 
of Fig. 5.7d to that of Fig. 5.2b, we see the obvious similarities (the comparison is even 
better if in the circuit of Fig. 5.7d we convert the current source to a Thevenin-type 
voltage source). 

EXAMPLE 5.3 Design an amplifier of the type shown in Fig. 5.7a which is to drive 
another amplifier whose input impedance is 10 kf2; i.e., assume the amplifier of Fig. 5.7a 

! 
has a load resistance of R E -- 10kf2 connected across its output terminals. The require- 
ment is to develop 1 V across the input of the second amplifier when a 100 Hz voltage 
source (Vs = 10 mV in series with a resistance Rs) is connected across the input of 
the amplifier under design. The circuit of the amplifier under design looks like that of 
Fig. 4.18a. In the design use the BJT collector characteristics of Fig. 4.14d, have the 
load line go through the middle of the active area, and have the Q-point be in the middle 
of the load line. For the power supply voltage use Vcc - 12 V. Specify RE, RE, R1, R2, 
input impedance Zi and output impedance Zo (as seen by the input of the second am- 
plifier), and the value of Rs to give the desired 1 V output. II 

10To keep the Q-point from wandering along the load line and to stabilize the fl of the transistor, a good 
design procedure is to have the current through the biasing resistors R 1 and R 2 be approximately 10 times as 
large as the current into the base lb. 
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DC DESIGN The DC equivalent circuit is given in Fig. 4.18b. If the load line goes 
through the two points Vce = 12 V and Ic = 6 mA in Fig. 4.14d, we have 
for RL + RE = 12 V/6 mA = 2 kf2. A Q-point in the middle of the load 
line gives Vce, Q ~ 6.2 V, Ic, Q ~ 2.8 mA, and Ib, Q ,~ 50 #A. We must now 
choose RE: a larger RE will stabilize the circuit better but will also reduce the 
gain as the available amplified voltage is developed only across RE. Let us choose 
RE ~ 0.1 RE as a reasonable compromise~we can always make it larger should 
excessive environmental temperature variations necessitate it. This gives RE -- 
0.2 kg2 and RE = 1.8 kf2. The voltage drop across RE is therefore 0.2kf2 �9 2.8 
mA = 0.56 V, which places the emitter voltage 0.56V above ground. Since the 
base-emitter voltage must be 0.7 V for the transistor to be on, the voltage at the 
base must be 0.56 + 0.7 = 1.26 V above ground, which the biasing voltage 
divider must provide. Thus, R1 = 1.26V/I1, except that we have not chosen 
a value for I1. Since we desire a stable current flowing into the base, which is 
provided by the voltage divider R1 and R2, a good engineering practice is for 
the current in the biasing resistors to be about l Olb. Of course, the larger the 
current through R1 and R2, the more stable Ib is when the temperature fluctuates. 
However, the power consumption in the biasing resistors will increase, the input 
impedance will decrease, and the current gain of the amplifier is reduced, all 
undesirable affects. As a compromise, choose ll ~ l Oib = 0.5 mA, which 
gives for R1 = 1.26/0.5 = 2.56 kf2. To find the other biasing resistor, we 
note that R1 + R2 = Vcc/ I I  = 12V/0.5mA -- 24 kf2, which gives R2 = 24 
kf2 - R1 = 21.44 kf2. This completes the DC design: the Q-point as well as 
the fl of the transistor which can vary with temperature variations should be well 
stabilized in this circuit. 

AC DESIGN The equivalent AC circuit of the amplifier is given by Fig. 4.18c. From 
the output characteristics in Fig. 4.14d, we find fl ~ 60, rc (which is difficult to 
estimate because of the small slope) is ~ 60kf2, and ri, using (5.13), is 0.025 �9 
60/2.8 = 536 f2. Now that we have these values, we can calculate the gain and 
the impedances. The voltage gain, using (5.15), is Av - --fl(RL II R[) / r i  - 
- 6 0 .  (1.8 kfl II 10kf2)/0.536 kf2 = -171.  This gain is too large as it would 
result in a 10mV. 171 = 1.71V at the input of the second amplifier when only 1 V 
is desired. To reduce this voltage, we can reduce the input voltage from 10mV to 
5.8 mV by increasing the source resistance Rs such that the voltage divider action 
of Rs and ri gives 10 mV.ri / (ri + Rs) = 5.8 mV at the input of the amplifier under 
design. Since ri -- 536 f2, we obtain for Rs = 407S2. Hence an input source of 
Vs = 10 mV which is in series with Rs = 407 fl will produce, after amplification, 
1 V at the input of the second amplifier. The input impedance which the source 
sees is Zi = ri = 536 f2, and the output impedance of the amplifier under design 
and what the input of the second amplifier sees is Zo = RL = 1.8 kfl (if a more 
accurate answer for Zo is needed use RL II rc). 
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5.3.3 Comparison of Amplifiers 

We have already observed that the FET is basically a voltage amplifier (strictly speaking, 
a voltage-controlled current source) and the BJT a current amplifier (strictly speaking, 
a current-controlled current source). Only a trickle of electrons is needed to activate 
a FET, implying that its input impedance is very high, which in tum makes the FET 
ideally suited as a front-end stage in amplifiers where the input signals are very weak 
(low power). Such an amplifier would not load a weak input source (it would not draw 
any appreciable current from the source), allowing all of the voltage of the source-- 
often in the microvolt range--to appear across the input of the amplifier. Because of 
the high input impedance, ll the power gain of FETs can be very large, which is of lit- 
tle importance unless we are considering the final stages of an amplifier (see Fig. 5.1). 
Throughout most of the amplifier we need signal gain, which means voltage gain. Being 
fundamentally a current amplifier implies that the BJT has a low input impedance, typ- 
ically a thousand ohms. Except for that shortcoming, it generally has superior voltage 
gain when compared to the FET, and hence is an ideal amplifier to follow a first-stage 
FET amplifier. It goes without saying that the high gain of practical amplifiers is ob- 
tained by cascading many amplifier stages, each with different properties. 

The output impedance Zo of FET and BJT amplifiers, which is the parallel com- 
bination of rd or rc with a load resistance RL, is typically 5kf2. As the internal load 
impedance RL (in contrast to the external load impedance R~ shown in Fig. 4.18a) is 
ordinarily much smaller than rd or rc, we can state that Zo ~ RL. An output impedance 
of 5kf2 is a rather high value and is frequently not suitable for driving a following stage. 
What we need is a buffer that could be inserted between two amplifier stages. The buffer 
should have a high input impedance (in the megaohms) and a low output impedance 
(about a hundred ohms). Such a device is called an emitter follower (a grounded or 
common collector BJT) or a source follower (a grounded or common drain FET); it has 
a voltage gain of 1 but transforms the output impedance to about 100f2. Thus a com- 
mon source FET followed by an emitter follower or a source follower is an excellent 
two-stage amplifier with the desirable properties of very high input impedance and very 
low output impedance. In integrated form it is very small and makes an excellent input 
amplifier, commonly used in instruments such as the oscilloscope. 

Another possible, though infrequently used, configuration is the grounded or com- 
mon base BJT and the grounded or common gate FET. This configuration is character- 
ized by an unusually low input impedance (as low as 20f2), which is generally undesir- 
able. 

To summarize other differences, we can state that the BJT is a bipolar (two pn- 
junctions with flow of majority and minority current) device, whereas the FET is unipo- 
lar (one junction with majority current only). The BJT is a more linear device--the 
output characteristic curves are straighter and more evenly spaced than those of FETs. 
The FET has lower power consumption and can be made smaller and cheaper but the 
BJT is more rugged, can handle higher power loads, has a wider frequency response, 

11 Convention is to refer to input and output impedance, even though in most practical cases it is a resistance. 
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and, because it has a larger transconductance (typically the gm for BJTs is 50000 #S 
and that for FETs is 2000 #S), can have a substantially higher voltage gain. 

5 .4  D E C I B E L  N O T A T I O N  F O R  G A I N  

For proper operation of a system, such as a communication network, we find that ampli- 
fiers and other devices such as filters, signal processing circuits, transmission lines, etc., 
are cascaded (output of one device connected to the input of the next). For example, 
even a typical amplifier is a cascading of a preamplifer, main amplifier, and a power 
amplifier, often in one enclosure. When calculating the gain of such a chain, it is more 
convenient to add the logarithm of the gain than to multiply the gain of the individual 
stages. Specifying power gain A in decibels (dB) of cascaded gains A1, A2, A3 . . . . .  
that is, when A -- A1 �9 A2 �9 A3 . . . ,  we have 12 

AdB - -  1 0 1 o g A -  I O l o g A 1 , A 2 ,  A 3  . . . .  (5.18) 

= 10 log A 1 + 10 log A2 + 10 log A3 + �9 " �9 

- -  AI,dB -q- A2,dB -q- A3,dB - ] - ' ' "  

As an example, a system consisting of a transmission line which has a power loss of 
2dB, a filter with a power loss of 3dB, and an amplifier with a power gain of 20dB 
would have an overall system gain of 15dB ( -2dB - 3dB + 20dB = 15dB). 

"Decibel" has meaning only when the ratio of two numbers is involved. For a device 
with input and output terminals such as an amplifier, the power gain in dB is related to 
the log of the power ratio A = Po/Pi as 13 

AdB -- 10 log A = 10 log 
Pout 

Pin 
(5.19) 

where the logarithm is to base 10. If the output of an audio amplifier is 3W (watts) 
but can be changed to 6W, then dB = 101og(6/3) = 3.01. A change in power of 2:1 
increases the power level by 3 dB. Since 3dB is a minimum change in power level that 
an average person can perceive (1 dB is the minimum change in level detectable by the 
human ear), it is surprising to many that doubling the power produces only a slightly 
noticeable change in sound. Increases in power level by 10, 100, and 1000 correspond 
to increases in dB by 10, 20, and 30. Similarly, decreases in power level by the same 
amount, correspond to - 1 0  dB, - 2 0  dB, and - 3 0  dB. 

12For simplicity, we are omitting the subscript p in the symbol for power gain Ap.  Also note, that if current 

gain is A i -- 12/11 and voltage gain is Av = V2/V1, then power gain is Ap = IAiAvl.  

13 Even though the decibel is a measure of relative power, we can also use it to state absolute power by defin- 
ing a reference power level, which in engineering practice is taken as 1 milliwatt (mW) for Pi. Consequently, 
an amplifier with a 15 W output is 10log(15/0.001) = 41.8 dB above the reference level of lmW. The sym- 
bol "dBm" is used to indicate a reference level of l mW. Hence the above amplifier would be referenced as 
41.8 dBm. 
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Since power is proportional to the square of voltage or current, (5.19) may also be 
expressed as AdB -- l O l o g ( V 2 / R o ) / ( V i 2 / R i ) ,  and if Ro = Ri,  as 20log Vo/Vi  = 
20 log l o / l i .  It is common practice to use this last expression even when Ro =7/= Ri. 
Furthermore, the dB is such a convenient measure that voltage gains of amplifiers are 
calculated in this manner. Thus an amplifier with a signal gain of 1000, indicating that 
its output voltage Vo is 1000 times larger than its input voltage Vi, has a voltage gain of 
60 dB. In general, when comparing two signals, if one signal has twice the amplitude 
of a second, we say it is +6 dB relative to the second. A signal 10 times as large is +20 
dB, a signal 1/10 as large is - 2 0  dB, and a signal 1/1000 as large is - 6 0  dB. 

5.5 F R E Q U E N C Y  R E S P O N S E  O F  A M P L I F I E R S  

The gain A that we calculated in the previous sections was assumed to be constant, 
independent of the magnitude or the frequency of the input signal. In practice, A can 
remain constant only over a finite range of frequencies, known as the midband.  The 
gain in this range is known as midband  gain. For frequencies lower and higher than the 
midband, the gain of the amplifier decreases and continues to decrease until the gain 
reduces to zero. The causes of this gain reduction are the coupling capacitors at low 
frequencies and shunting capacitances at the high frequencies. Let us consider the low 
frequencies first. 

5.5.1 Loss of Gain at Low Frequencies 

Figure 5.8a shows a typical two-stage, RC-coupled amplifier. The coupling capacitors 
between amplifier stages and any resistance before or after the capacitor form a high- 
pass filter of the type shown in Fig. 2.7a. The purpose of C is to prevent DC from reach- 
ing the input of the following amplifier (where it could saturate the base or gate) but not 
to prevent signal frequencies from reaching the input. As pointed out in Section 2.3, 
this action is not perfect: in addition to blocking DC, the low frequencies are also atten- 
uated. Attenuation can be calculated by considering the small-signal equivalent circuit, 
shown in Fig. 5.8b, where the biasing resistors R1 and R2 have been neglected as they 
are usually much larger than the input resistance ri of the following amplifier (we can 
always include them by considering the parallel combination R1 II R2 II ri). The mid- 
band gain (the C's have negligible reactance (1/wC) at midband and are assumed to be 
short circuits) of the first amplifier, using (5.15), is Av = 1)b2 / l )b l  = - -gm(RL II ri), 
where II denotes the parallel combination of RL and ri. At lower frequencies, when the 
reactance of C increases to where it is comparable to ri and RL, we have for gain 

Vb2 i2ri ri RL jcoC(ri  -+- RL) 
Av,l = = -- - g m  ~ (5.20) 

Vbl Vbl ri + RE 1 + jcoC(ri  -k- RL) 
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where i2 is obtained (by current division) from Fig. 5.8b as 

eL 
i2 = gmVbl (5.21) 

RL + ri -+- 1/jcoC 

The low-frequency gain is thus seen to be equal to the midband gain multiplied by a 
filter function, that is, A v,l = A v" j coC (ri q- RL) / ( 1 + j o9C (ri q- RL)). As the frequency 
w increases toward midband and higher, the filter term multiplying A v becomes unity, 
that is, lim A v,t = A v. Hence, coupling capacitors do not affect the gain at higher 

O9"-'-->00 

frequencies. If we define a corner or half-power frequency as 

wl 1 
f t  -- ~ = 2rcC(ri + RE) (5.22) 

we can write the low-frequency gain as 

j f / f t  1 
Av,t = Av 1 + j f  / f l  = Av 1 - j f t / f  (5.23) 

Frequently only the magnitude of the gain is desired. The absolute value (which elimi- 
nates imaginary quantities) is then 

1 
(5.24) 

IAv,ll = IAvl x/'l + ( f l / f )  2 

and is plotted in Fig. 5.8c as the left-hand curve. 14 Coupling capacitors thus limit the 
low-frequency performance of amplifiers. For more details on high-pass filters, see 
Fig. 2.7. The comer  (also known as cutoff  or half-power)frequency fl  is the frequenc5 
at which the gain is 1/~/~ of midband gain, or equivalently is reduced by 3 dB from 
midband gain. The gain is seen to decrease by 20 dB every 10-fold decrease in fre- 
quency (the slope is 20 dB per decade). Hi-fi audio amplifiers, which need to reproduce 
low frequencies well, should have j~ = 20 Hz or lower; otherwise the result is a tinny 
sound. To have good low-frequency response in an amplifier, we need (see (5.22)) large 
values for ri, RL, and C, or we should entirely eliminate coupling capacitors and use 
only direct-coupled amplifiers. Direct-coupled amplifiers are more difficult to design 
are more critical, and are less flexible, but in integrated circuits their use is common 
since capacitors take up too much space. Similarly, because of the large area required 
bypass capacitors (which increase the gain of an amplifier stage) for the biasing resistors 
RE and RD are impractical in integrated circuits. Nevertheless, cascaded direct-coupled 
amplifiers are a very useful form in miniaturized circuitry and, because they have ne 
capacitive coupling reactance, they have another important feature: they have no low- 
frequency cutoff and will amplify down to j~ = 0, in other words, down to DC. 

14The midband gain Av is thus seen to be multiplied by a high-pass filter function which is of the same 
form as the high-pass RC filter expression of (2.15). 
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EXAMPLE 5.4 In the circuit shown in Fig. 5.8b, we have RL : 5 kf2 and ri : 1 kf2. 

Find the required value of the coupling capacitor C for fi = 20 Hz. Repeat for a PET 
amplifier for which Rg = 1 Mr2. 

For the BJT transistor, using (5.22), we obtain 

1 
j~ = 20 Hz = 

2:r C ( 1000 + 5000) 
1 

C = = 1.33/zF 
2re �9 20(1000 + 5000) 

For the FET transistor, the equivalent FET input impedance ri is very high and can be 
approximated by an open circuit. The input impedance to the amplifier is then deter- 
mined by the biasing resistors, which we refer to as Rg, and which can be equal to R ~  
of the FET amplifier circuit of Fig. 4.16. Therefore, for the FET 

1 
j~ = 20 Hz = 

2zr C (106 -+- 5000) 
1 

C = = 0.008/zF 
27 r -20 .1 .005 .106  

Because the input impedance of FETs is much higher than that of BJTs, much smaller 
coupling capacitors can be used for FET amplifiers. This is a great advantage in minia- 
turized circuits as lower-capacitance capacitors are typically smaller in size. As stated 
before, in integrated circuits, capacitors are omitted because of their bulkiness. Use is 
made of direct-coupled amplifiers which have no coupling or bypass capacitors even 
though direct-coupled amplifiers have lower gain than RC-coupled amplifiers. II 

5.5.2 Loss  of  Gain  at High Frequencies  

As the frequency increases above midband, we again find that gain begins to decrease 
below the midband gain value of A v. We will also again find that a cutoff or half- 
power frequency fh exists, at which the gain is reduced by 3dB and above which the 
gain continues to decrease at a rate of 20 dB per decade. The gain characteristics of a 
typical amplifier are shown in Fig. 5.8c: constant gain around midband (or midrange 
frequencies) with gain falling off on either side of midband. This resembles band-pass 
characteristics, with a bandwidth defined by B = fh -- f t ,  where subscripts h and l 
stand for high and low. 

What causes the limitation to gain at high frequencies? The answer is that it is due to 
the small shunting (or parasitic) capacitance that exists between any two terminals. We 
know that any two conductors, when separated by a small distance, form an effective 
capacitor with capacitance given by the formula C = e A / d ,  where A is the effective 

area of each conductor and d is the separation (see Eq. (1.15)). As shown in Fig. 5.9a, 
small stray capacitances Cce, Cbe, and Ccb exist between any two terminals or leads of 
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F I G U R E  5 .9  (a) Stray capacitances between terminals of  a transistor. (b) High-f requency equivalent  cir- 
cuit of  a two-stage amplifier. (c) Equivalent  circuit of  a single stage showing only the largest stray capacitance. 

a transistor. These capacitances, although small (in the picofarad range), nevertheless 
become effective shunts at sufficiently large frequencies, with the effect that part of the 
signal current will flow through the shunt, thus decreasing the available signal current 
to any device that is connected after the shunt. 

Figure 5.9b gives the high-frequency equivalent circuit of the two-stage amplifier 
of Fig. 5.8. At midband frequencies and greater, the coupling and bypass capacitors 
C and C E  have a very low reactance and can be replaced by shorts, but the shunting 
capacitances now become important and are shown as dashed capacitors. To find the 
gain at frequencies above midband, we consider a single stage, shown in Fig. 5.9c, 
and only the largest capacitance Ca, which is the combination of Cce and the shunting 
capacitance of the following stage. The voltage gain of this single stage can be stated as 

Vo --gmVbl(RL II Cd) 1 
Av ,h  - -  = - -  A v  ( 5 . 2 5 )  

Vbl 1)bl 1 4- j m R L C d  

where Vo is given by the current gm Vbl that flows through the parallel impedance RL II 
Cd = (RL/ jWCd) / (RL  + 1/ jwCd) and where the midband gain is given by Av = 
- g m  RE. Taking the absolute value, we obtain 15 

1 IAo,h l - IAvl (5.26) 
v / 1 + ( f / f h ) 2  

where the high-frequency cutoff or comer frequency is given by 

fh = 1/2n RLCd (5.27) 

15The expression mul t ip ly ing Av in (5.26) is a low-pass filter funct ion considered previously as (2.14). 
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Formula (5.26) is similar to (5.24), except for the comer frequency fh being in the de- 
nominator, whereas in (5.24), the comer frequency 3~ is in the numerator. We see that 
for frequencies smaller than fh, the square root term becomes unity and the gain is the 
midband gain Av. For frequencies higher than fh, the square root term can be approx- 
imated by f / f h ,  and ]Ao,hl .~ lAy I fh / f .  The gain decreases as 1/f ,  or decreases with 
a slope of - 2 0  dB per decade (a range of frequencies where the highest frequency is 10 
times the lowest; hence d B =  10 log(1 / 10) = -20).  In Fig. 5.8c, we show on the fight- 
hand side of the figure the decrease in frequency response due to shunting capacitances. 
Thus, it is the shunting stray capacitances that decrease the high-frequency response of 
an amplifier. In large bandwidth amplifiers, designers go to great length to decrease any 
stray or parasitic capacitances to guarantee the highest possible fh. 

EXAMPLE 5.5 A transistor in a multistage amplifier has parasitic capacitances C b e  - 

40 pE Cbc = 5 pE and Cce. The combined output capacitance Ca, which is made up of 
Cce and the input capacitance of the following stage, is Ca = 300 pE Hence, given the 
size of Ca, we can ignore all stray capacitances except for Ca. If the load resistance is 
RL = 10 kf2, then using the high-frequency equivalent circuit of Fig. 5.9c, we obtain 
for the high-frequency cutoff fh = 1/2rcRLCd = 1/6.28. 104. 300. 10 -12 -- 53 
kHz. This is a comparatively low cutoff frequency, and therefore this amplifier is only 
good for amplifying audio signals. For example, to amplify television signals, the upper 
half-power frequency fh must be in the megahertz range. A better transistor, for which 
Cd = 5 pF, would extend this to 5.3 MHz. Reducing RL would also increase the high- 
frequency cutoff, but the voltage gain of the amplifier, which at midband is given by 
Av = -gm RL, would then be reduced. 

The high-frequency equivalent circuit of Fig. 5.9c is also valid for FET amplifiers 
because the AC equivalent circuits for FETs and for BJTs are similar. II 

5.5.3 C o m b i n e d  Frequency  Response  

The complete response of an amplifier can now be stated by combining the gain formu- 
las for low and high frequencies, (5.24) and (5.26), as 

1 1 
IAo(f) l - - IAoI  (5.28) 

v / 1 + ( f t / f ) 2  v/1 + ( f / fh )2  

where A v ( f )  stands for frequency-dependent voltage gain. For frequencies lower than 
3~, the first square-root factor dominates while the second square-root factor is unity 
(this is the range of frequencies for which (5.24) was derived). As the frequency in- 
creases to where f >> 3~ but still f << fh, both square-root factors can be approxi- 
mated by unity and the gain is given by A v ( f )  = Av, that is, we are at midband and the 
range of frequencies is called midband or midrange frequencies. Continuing to increase 
frequency until f > fh, we find that the second square-root factor begins to dominate 
while the first remains at unity (we are now in the range of frequencies for which (5.26) 
was derived). This function is plotted as Fig. 5.8c and shows the band-pass character- 
istics of an amplifier, being limited at the low frequencies by coupling capacitors and 
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at high frequencies by stray shunting capacitances. Midband gain A v occurs only over 
a finite range of frequencies, called the bandwidth B = fh  -- f l ,  where fh  and j~ are 
called the high and low half-power, comer or cutoff frequencies at which the gain is 
reduced to l /v /2  = 0.707 of midband voltage gain or equivalently is reduced by - 3  
dB. The gain continues to decrease at either end with a slope o f - 2 0  dB per decade. 

Amplification is usually done in a number of stages to achieve the necessary gain. 
When amplifiers with identical band-pass characteristics are cascaded, that is, con- 
nected in series for additional gain, the band-pass characteristics of the cascaded am- 
plifier are inferior to those of a single stage. Recall that we define band-pass as the 
frequency interval between the high- and low-frequency points where the gain falls to 
1/~/2 of midband gain. Say we cascade two amplifier stages with identical band-pass 
characteristics. At the comer frequencies where the gain of each stage was down by 
l /x /2  (or - 3  dB), when cascaded, the gain will be down by 1/~v/2 �9 1/~/~ = 1/2 (or - 6  
dB), because the gain of the two stages is multiplied. As bandwidth is defined between 
the 1/~/2 points, we readily see that the bandwidth of the cascaded amplifier is smaller 
than the bandwidth of a single stage. Bandwidth deterioration is a serious restriction 
when cascading stages. 

As an example, if we have two stages with similar band-pass characteristics but with 
a gain of 100 for the first and a gain of 30 for the second stage, the gain at midband for 
the cascaded stages will be 100.30 = 3000. The midband gain, which is the gain over 
the flat portion of the band-pass curve as shown in Fig. 5.8c, is not as wide as that for 
a single stage and also drops off more sharply at a rate of - 4 0  dB per decade, whereas 
for a single stage the drop-off is more gentle and is at a rate of - 2 0  dB per decade. 

5.5.4 Cascading of Amplifier Circuits 

As pointed out above, we resort to cascading of amplifier stages when substantial gain 
is needed. Figure 5.8a shows a two-stage amplifier. In this configuration, the output of 
the first stage becomes the input of the second stage. This can be continued until the 
desired gain is achieved, i.e., the desired signal voltage level is obtained at the output of 
the cascaded amplifier. 

In the two-stage amplifier of Fig. 5.8a, the two individual sections are connected by 
the coupling capacitor C. This capacitor passes the amplified AC signal from the first 
transistor to the second, while blocking the DC collector voltage of the first transistor 
from reaching the base of the second transistor. The DC voltage Vr162 which is usually 
much larger than the AC signal voltage, would saturate the second transistor if it were 
applied to it, making it inoperative or even destroying it due to excessive heat buildup 
(in addition, it would upset the proper DC bias of the second transistor provided by 
resistors R1 and R2). The first C and the last C in the circuit of Fig. 5.8a serve a similar 
function of isolating input and output from DC potentials. 

At midband, when the reactances of the coupling capacitors C are small and can 
be approximated by short circuits, the output voltage of the two-stage amplifier can be 
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written as 

Vo = (Vol)A2 = ( v i A l ) A 2  = v iA  (5.29) 

where Vol - -  A 1 Vi  is the signal voltage at the output of the first stage in Fig. 5.8a (and 
which becomes the input voltage to the second stage) and A1 and A2 are the gains of 
the first stage and second stage, respectively. Hence the overall gain of the two-stage 
amplifier is A = A1A2  or simply the product of the gains of the individual stages. 
To repeat, the above expression for midband gain, (5.29), is an approximation valid 
for signal frequencies which are neither so low that the coupling reactances cannot be 
ignored nor so high that shunting transistor stray capacitances reduce the gain. 

5.6  T I M E  R E S P O N S E  A N D  P U L S E  A M P L I F I E R S  

In the preceding section the inputs to an amplifier were sinusoidal voltages of a single 
frequency. We then showed that all signals with frequencies which fall in an ampli- 
fier's midband are amplified equally, but frequencies outside the midband are attenu- 
ated. Imagine a complex signal such as a speech pattern that is composed of many 
frequencies is now applied to the amplifier. In order for the amplifier to faithfully mag- 
nify this signal it should be obvious that the speech signal not have frequencies outside 
midband. Such frequencies would'be amplified less, with the result that the magnified 
signal would be distorted. Clearly the frequency content of the signal must fit within the 
midband of the amplifier for a faithful magnified replica of the input signal. How can 
we tell what the frequency content of a complex signal is? Fourier analysis is a simple 
mathematical method that breaks a signal into its sinusoidal components. 

5.6.1 Fourier  Series 

Periodic waveforms may be represented by summing sine waves of different frequencies 
and amplitudes. Consider, for example, the square wave in Fig. 5.10a. If we take only 
two sinusoids, a fundamental and a third harmonic as shown in Fig. 5.10b by the dashed 
curves, and add them we obtain the solid curve, which is beginning to look like the 
square wave. If we add more harmonics (of the fight frequency and amplitude), we can 
come as close as we like to a square wave. Fourier series analysis (which is beyond 
the scope of this book) gives us a prescription of how to decompose a complex signal 
into its Fourier components. For example, the Fourier series of a square wave of peak 
amplitude Vp and period T is given by 

, 1 1 t v( t )  = Jr sin cot + ~ sin 3cot + ~ sin5cot + ff sin 7cot + - . .  (5.30) 

where the period T is related to the angular frequency co and frequency f by T = 1 / f  = 

2Jr/co. A practical interpretation of (5.30) is as follows: if we take a number of sinu- 
soidal generators (one with frequency co and amplitude 4 Vp ~re, another with frequency 
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FIGURE 5.10 (a) A square wave of period T and amplitude V. (b) Approximation to a square wave, 
obtained by summing only two sinusoids. 

3co and amplitude 4Vp/3:r, etc.) and string them together in series and use the string 
to drive a circuit, the circuit will respond in the same manner as if driven by a square 
wave of period T and amplitude Vp. Other periodic waveshapes such as sawtooth, tri- 
angular, half-wave rectified, etc., can equally be well represented by a Fourier series. 16 
It is interesting to note that sharp-cornered signals such as square waves and sawtooths 
can be represented by rounded signals such as sine waves. This being the case, it is 
equally obvious that it is the high frequencies in the Fourier series which give rise to 
the sharp corners in a periodic signal. Hence, for an amplifier to faithfully magnify a 
sharp-cornered, periodic signal, the amplifier must have a large bandwidthmin other 
words, the high-frequency cutoff fh must be large. We have now related qualitatively 
bandwidth of an amplifier to its ability to amplify sharp-cornered, periodic signals. 

5.6.2 Pu l se  A m p l i f i e r s  

In addition to amplifying a single frequency or a narrow band of frequencies, amplifiers 
are also needed to amplify rapidly changing periodic signals (such as square waves), 
rapidly changing nonperiodic signals (such as speech), and single pulses. Such signals 
have a wide band of frequencies and if their signal bandwidth exceeds the bandwidth of 
the amplifier, signal distortion will occur in the output of the amplifier. Such a distor- 
tion is sometimes desired as in waveshaping circuits but mostly we are interested in an 
undistorted but magnified signal. 

An alternative to bandwidth as a criterion of amplifier fidelity is the response of 
the amplifier to a square-wave input. Square-wave generators are readily available and 
square-wave testing of amplifiers is common. We will show that a relationship between 
the leading edge of a square wave and the amplifier high-frequency response fh (see 
(5.27)) exists. Also, a relationship between the flat portion of a square wave and the 
low-frequency response ft (see (5.22)) exists. This should not be too surprising as fh 
characterizes the amplifier's ability to magnify the rapid variations in a signal, whereas 

16Computer programs usually perform the Fourier analysis. Spectrum analyzers can also be used to display 
the Fourier coefficients when a periodic signal such as a square wave is applied to the analyzer. 



180 Chapter 5 Practical Amplifier Circuits 

j~ characterizes the ability to magnify slow variations in a signal. A square wave is 
therefore ideally suited as it possesses both an abrupt change in voltage and no change 
(the flat portion of the square wave). 

5 .6 .3  R i s e  T i m e  

Assume a square wave, Fig. 5.10a, is applied to an amplifier. At the output it is mag- 
nified but distorted as in Fig. 5.11, which shows the first pulse of the square wave. The 
distortion in the vertical part of the square wave is caused by the shunting capacitances 
that are present in the amplifier. The amplified pulse does not rise instantaneously to 
its maximum value but is delayed by time tr, which we call the rise time. To show the 
effects of shunting capacitances on a sharply rising signal such as a square wave, we use 
the same RLCd circuit in Fig. 5.9c that was used to derive fh as fh = 1 ~2re RLCd. The 
RLCd combination in that figure is driven by a current source (Norton's equivalent). To 
relate it to a voltage step, we change the circuit to a Thevenin's equivalent, which gives 
us a circuit of the type shown in Fig. 1.25a, the voltage response of which is given by 
(1.51) as vc = V(1 --e-t/r), where r = RLCd. The convention is to define rise time as 
the time required for the pulse voltage to go from 0.1 V to 0.9 V as shown in Fig. 5.11. 
It is a measure of how fast an amplifier can respond to step discontinuities in the input 
voltage. If we call tl the time that it takes for the capacitor voltage to reach 1/10 of its 
final value, we have 

0.1V = V(1 - e -tl/r) (5.31) 

0.9 V 

0.1V 
0 

_ _ _  

, , r , T 
' ~  2 i 

FIGURE 5.11 An ideal square input pulse is distorted after amplification. The distortion is a finite rise 
time and a tilt. 
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which gives tl = 0.1r = O.1RLC~. Similarly, if t2 is the time to reach 9/10 of the final 
voltage, we obtain t2 - 2.3r. The rise time is then 

2.2 1 
tr = t2 - tl = 2.2r = 2.2RLCa = 2rcfh "~ 3fh (5.32) 

where fh = 1/2zr RLCa, given by (5.27), was used. We have now shown that the rise 
time is related to the inverse of the cutoff frequency fh of an amplifier. Accordingly, 
a pulse will be faithfully reproduced only if the amplifier has a good high-frequency 
response; i.e., the rise time tr of an amplified step voltage will be small only if fh of 
the amplifier is large. For example, for a pulse rise time less than 1/xs, the amplifier 
bandwidth must be larger than 340 kHz. Conversely, for an amplifier with a 1 MHz 
band-pass, tr = 0.33 #s. 

The amplified pulse in Fig. 5.11 shows a trailing edge as well as a leading edge. 
Both of these are due to the presence of shunting (parallel) capacitance in the ampli- 
fier. The leading edge is the result of charging the shunting capacitance, whereas the 
trailing edge is due to discharge of the same capacitance. Although we have shown the 
shunting capacitance as a lumped quantity Ca, it usually is distributed throughout the 
amplifier. For convenience and for ease of calculation, we decided to represent it by a 
lumped quantity. In the design of an amplifier care must be taken to reduce any stray 
capacitance, such as input or output leads too close together, which would add to the 
total parallel capacitance and thereby decrease the high-frequency performance of the 
amplifier. (See also Problem 5.29). 

5.6.4 Tilt  

The second type of distortion in the amplified pulse is the sag or tilt in the DC portion 
of the square pulse, which is caused by the presence of DC coupling capacitors in the 
amplifier (Fig. 5.8a, for example, shows three coupling capacitors C). DC coupling 
capacitors form the type of high-pass filter considered in Fig. 2.7a. To perfectly repro- 
duce the horizontal portion of the square pulse would require a DC coupled amplifier 
for which 3~ = 0. We can relate the distortion (tilt) in the DC portion of the square 
wave to the low-frequency cutoff J) of the amplifier by using the circuit in Fig. 2.7a or 
in Fig. 1.25a. To mimic a pulse, let us assume that a DC voltage V is suddenly applied 
to this circuit. As shown in Fig. 1.25a, the voltage across R will jump to V (assuming 
the capacitor is initially uncharged) and then decay depending on the time constant RC. 
That is, using Eq. (1.50), VR = R i ( t )  = V e x p ( - t / R C ) .  For minimum decay, the time 
constant must be very large. If we expect the decay or tilt at the end of the pulse (given 
by t = T / 2 )  to be small, we can approximate the exponential voltage across R by only 
two terms, that is, 

VR(t = T / 2 ) -  Ve -~T/2)/Rc ,~ V(1 - T / 2 R C )  (5.33) 

and the percentage decay, sag, or tilt P in Fig. 5.11 is then given by 

V - OR(t = T /2 )  T 
P = = (5.34) 

V 2 R C  
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If we now introduce from (5.22) the low-frequency cutoff j~ = 1/2rcRC, we have 

P = 27r(T/2) j~ (5.35) 

which shows that for a given pulse length T/2, the distortion in the amplified pulse 
as measured by tilt P is proportional to fe of the amplifier. Long pulses therefore 
require amplifiers with excellent low-frequency response (i.e., j~ should be as small as 
possible). For example, if a l m s  pulse is to be passed by an amplifier with less than 10 
% sag, ~ must not exceed 16 Hz, where ~ = P/2rc(T/2) = 0.1/(6.28)(0.001) = 15.9 
Hz. 

5.6.5 Square-Wave Testing 

Band-pass characteristics of an amplifier can be determined by applying a single-fre- 
quency voltage to the input and measuring the output voltage. If this is repeated for 
many frequencies, eventually a plot of the type shown in Fig. 5.8c is obtained. An eas- 
ier, less laborious procedure is provided by square-wave testing in which a square wave 
is applied to the input and the output is observed on an oscilloscope. First we reduce the 
frequency of the square wave until tilt P is measurable in the output waveform, which 
allows us to determine the low-frequency cutoff j~ using (5.35), i.e., j~ = P/rr T. Fre- 
quency fi is usually identified with the onset of low-frequency distortion. Analogously, 
we increase the frequency of the square wave until the rise time of the amplified pulses 
becomes observable on the oscilloscope. As we increase the frequency of the square 
wave, the sweep of the oscilloscope must also be increased so only a few pulses are 
displayed, which then allows us to measure the rise time accurately (of course the tilt 
will not be visible at the high frequencies at which leading edge distortion is observable; 
correspondingly, at low frequencies and at slow sweeps, tilt is visible but not leading 
edge rise time). Once the rise time tr is measured, (5.32) can be used to obtain the 
high-frequency cutoff fh, i.e., fh = 1/34. Frequency fh is usually identified with the 
onset of high-frequency distortion. 

Summarizing, we can state that two square-wave frequencies establish the band-pass 
characteristics of an amplifier. Square-wave testing, which determines j~ and fh, is es- 
pecially useful when changes in the amplifier circuitry need to be made so as to achieve 
specified or desired characteristics. It is advantageous to be able to make changes and 
simultaneously observe the amplifier output waveform. It is perhaps redundant to state 
that for accurate square-wave testing, high-quality oscilloscopes and square-wave gen- 
erators are necessary. 

5.7 POWER AMPLIFIERS 

As discussed in the Introduction, a power amplifier is usually the last stage in an ampli- 
fier. The preceding voltage sections have taken a feeble signal voltage and amplified it 
to volt levels that can easily control a power amplifier whose purpose is to give the sig- 
nal muscle. Figure 5.1 shows this process in block diagram form. The power amplifier, 
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in essence, is a current amplifier. It steps up signal current, which at the input of the 
power amplifier is small, to substantial values at the output. Even though voltage levels 
at input and output of the power amplifier are about the same, the power is considerably 
increased at the output of the power amplifier stage. 

5.7.1 Transformer-Coupled Class A Amplifier 

Because of their high cost and bulkiness, transformers are usually avoided in electronic 
circuitry. Nevertheless, they provide an ideal way to couple a power amplifier to a 
load. Using resistors in the collector or drain circuits when large powers are involved 
would lead to excessive DC losses, that is, the I2R losses due to the high currents 
associated with high powers would be excessive. The efficiency of power transfer from 
amplifier to load is less than 25% in resistive circuits, whereas in transformer-coupled 
amplifiers it can be 50% in Class A operation. 17 The reason is the DC resistance of 
transformer windings, which is typically very low. Furthermore, the impedance of many 
loads might differ substantially from that needed for optimum operation of the amplifier. 
As shown in (2.49), a transformers can provide impedance matching; that is, if a load 
with impedance ZL is connected to the secondary of a transformer, and the primary is 
connected in the collector or drain circuit of an amplifier, the amplifier would "see" 
an impedance equal to Z = (N1/N2)2ZL, where N1 and N2 are the winding turns 
of the primary and secondary, respectively. By using this impedance-changing ability 
of transformers we can provide any amplifier with the optimum load impedance. An 
additional feature of a transformer is that it isolates the load which is connected to the 
secondary from DC currents that flow in the primary (a transformer only transforms 
AC; DC currents in the primary and secondary do not affect each other). This can be 
important as many loads, such as speakers, cannot tolerate direct current. 

A power amplifier, which by its very nature is a large-signal amplifier, can only be 
analyzed graphically. Hence, we cannot find an equivalent circuit for it, as we did for the 
small-signal case in the previous sections. A typical, common-emitter power amplifier 
is shown in Fig. 5.12. Let us first consider the DC design. As the load is the primary of 
the transformer, which for DC can have practically zero resistance but for AC can have 
a very large impedance, we need to consider two separate load lines, a DC load line and 
a AC load line. For the DC load line: to set the operating point (Q-point) for proper DC 
bias, we first obtain the DC voltage equation for the output loop which is 

Vcc = V c E + R E I c  (5.36) 

10 = VCE+41C 

where we have neglected the small DC resistance of the primary winding and have 

17In Class A amplifiers the Q-point is chosen to lie in the center of the linear portion of the transistor output 
characteristics, as, for example, in Fig. 4.13b. Amplification is essentially linear, the output signal being an 
amplified replica of the input signal. Output current Ic (or drain current I d if it is a FET amplifier) flows at 
all times. Class B operation, on the other hand, is nonlinear, with output current flowing only half the time. 



184 Chapter 5 P r a c t i c a l  A m p l i f i e r  C i r c u i t s  

Vcc = 10V 
+ 

,11 IL 7 

R 2 5Kf~ 

~ 41 
+ 471aF ! 

L~ i Rli" 400~ 

O 

NI:N 2 
Ic 10:1 

I  RLso 
C E  

REt 412 ~C00btF 

b 

,'( ~ DC load line �9 \ ~ ],,,,I 
I(mA) ,,, \ - L  t 

40 ,' ~ , Ib = .4mA 
. . . . .  - r  . . . . . . .  ~ , '  

t ~ ~, '  .3 
i i 30 , '  

t~.l I II Ic.Q ' ~ - - - - ~  .2 
--~--Jl \ ~ \ \  " - - - 2 0  

I 

I I 10 
1 nal 

tput current 0 : ~  

, _  : _ . . . . . .  ! i 
I -I . . . . . . .  ' " "  ".4 , I . . . ,  
, - +  . . . . . .  ~ ', 

/ 
t AC output voltage 

FIGURE 5.12 (a) A transformer-coupled Class A power amplifier. (b) DC and AC load lines. The 
excursions of I b (dashed sinusoid) due to an AC input signal are shown swinging up and down the AC load 
line about the Q-point. These excursions cause corresponding excursions in collector voltage Vce (between 0 
and 20 V) and collector current ic (between 0 and 40mA). 

approximated IE ~- Ic .  Using (5.36) to plot the DC load line on the collector character- 
istic curves of Fig. 5.12b, we obtain essentially a vertical line (the slope is d V / d l  = - 4  

V/A). The Q-point should be in the middle of the active area, i.e., at l c  = 20 mA and 
Ib = 0.2 mA. DC biasing is set by the three resistors (5 k~ ,  400 f2, and 4 f2) which 
were calculated by procedures outlined in Example 4.7. For good bias stability, the cur- 
rent through the 400 f2 bias resistor should be about 10 times larger than the 0.2 mA 
DC base current at the Q-point (/400 ~- 10 V/ (5000  ~ + 400 f2) = 1.9 mA, which is 
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approximately 101b) and the base-emitter voltage should be between 0.6 and 0.7 V (it 
is approximately 10 V.400 ~ /5400  ~ - 4 ~ �9 20 mA= 0.74 - 0.08 = 0.66 V). 

An AC signal applied to the input will see a different load line because the reflected 
impedance R[ = (N1/N2) 2 RL -- 102. 5 -- 500 ~ in the primary of the transformer 
is much larger than the DC winding resistance. The AC load line passes through the 
Q-point and is determined by 

! �9 

0 = Vce + RLlc (5.37) 

Unlike in (5.36), RE is not present in the above equation as RE is bypassed by CE; in 
other words, AC signals at the emitter are shorted to ground by CE. Vcc is similarly 
not present as a battery cannot have an AC voltage across it. The slope of the AC 
load line is then d i / d v  = - 1 / R ~  = - 1 / 5 0 0  ~2, which is used to draw the load line 
in Fig. 5.12b. As the operation of the transistor must be confined to the area of the 
characteristic curves of Fig. 5.12b, 18 we locate the operating point in the middle of that 
area which will allow the largest AC signal to be applied at the input in order to have 
the largest undistorted power output. 

Power amplifier efficiency is given by the ratio of AC signal power to DC power 
supplied either by a battery or by a power supply. The average DC power is the product 
of voltage and current at the Q-point, or Vce, Q" Ic, Q. This power is taken from the 
battery regardless if the amplifier is amplifying or not. It is also the power that must be 
dissipated by the transistor and hence an adequate heat sink must be provided to prevent 
the transistor from overheating. For a Q-point located in the middle of the active area, 
the AC signal can swing about the Q-point from zero to twice the value at the Q-point, 
as shown in Fig. 5.12b. Hence the peak value of an undistorted output signal voltage is 
gp = g CE, Q and similarly for the current. The efficiency of the amplifier can now be 
stated as 

Efficiency AC power �89 Ic Vc 1 -- = = - = or 50% (5.38) 
DC power Ic Vc 2 

where for simplicity we have omitted the additional subscripts (E and Q) on collector 
voltage and current at the Q-point and where effective values for voltage and current 
were used to express AC power. Thus in an optimally designed Class A amplifier (Q- 
point in the middle of the AC load line, allowing equal swings of the signal for the 
largest undistorted amplification), the ideal efficiency is 50%. In practical situations, 
the signal is rarely at maximum amplitude at all times, yielding an average efficiency 
substantially less than 50%. 

This concludes the design of a simple power amplifier, which finds common use as 
an audio amplifier. All signal power developed in the transformer primary circuit is 
transferred practically without loss to the 5 ~ load. Even though transformer-coupled 
amplifiers, because of their weight, bulkiness, and expense of iron-core transformers, 

18If collector voltage exceeds 20 V, it can break down the collector junction; exceeding 0.4 mA base current 
can saturate the collector junction; and, in general, the power dissipation in the collector junction is limited 
by allowable temperature rise in the junction. 
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are not as popular as in the days of discrete components and are completely unsuited for 
integrated circuits, the principles involved in the design of these amplifiers are important 
and applicable in any amplifier design. 

5.7.2 Class B Push-Pull Amplifiers 

Class A amplifiers have desirable linear features that cause little distortion, but their 
low efficiency generates high levels of heat which must be dissipated in the transistor. 
Class B operation is more efficient and thus is more attractive for high-power amplifier 
stages. The large distortion that Class B operation introduces (current flows only half 
the time, which makes the output look like that of a half-wave rectifier) is avoided by 
using two transistors in a push-pull arrangement, as shown in Fig. 5.13a. Two pnp 
transistors are biased near the turn-on voltage of approximately 0.6-0.7 V by battery 

ib I T1 icl~ 

o, + ,i + +1~ R~ 
VBB Vcc 

L lead 

IC 1 
I ,,,4 \ I~, 

I [ I [[ ~ " N . _ _ _ . ~ t / \ ~  "4t 
--xq /[ ~ " ~ ~ \  "" , [  ,,'" ~ O-point 

,Z--load line 

I b 2 ~  

Ic2 

FIGURE 5.13 (a) A push-pull power amplifier circuit, showing polarities of voltages throughout the 
circuit. (b) The AC load line of the push-pull amplifier, showing that the amplifier does not draw any current 
at the Q-point. 
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VBB (this means that should the input voltage go positive, T2 will conduct or go negative 
when T1 will conduct) and are connected by a center-tapped secondary of an input 
transformer. The collector outputs are also connected by a center-tapped primary of an 
output transformer, the secondary of which is connected to a load such as a speaker. 
We use two sets of plus-minus signs to illustrate the operation. Assume the AC input 
signal is a simple sine wave. The circled set denotes the polarity of the input signal 
when it swings positively. The bottom transistor T2 becomes forward-biased, which 
causes an output current Ic2 to flow through T2, the battery Vcc, and the bottom half of 
the output primary, while the top half of the primary is idle because transistor T1 is cut 
off, i.e., Icl = 0. During the positive half of the input sinusoid, the circled signs give 
the polarities of all voltages. We observe that the output voltage at the secondary of the 
output transformer is 180 ~ out of phase with the input voltage. 

During the second half of the input sinusoid, the input voltage is negative, which is 
denoted by the uncircled signs. The top transistor T1 conducts now while T2 is cut off. 
This produces current Icl in the direction shown and now the top half of the primary 
produces the entire output voltage. If the two transistors are matched, a push-pull am- 
plifier produces a nearly undistorted sinusoidal voltage at the output, even though each 
transistor delivers only one-half of a sine wave to the output transformer. 

Push-pull, Class B operation can be further clarified by showing the AC load line 
of the push-pull amplifier. In Fig. 5.13b we have taken the output characteristics of 
each amplifier and put them back-to-back, given that the total collector current in the 
primary is Ic = Icl - Ic2. This yields a composite load line which is made up of the 
load lines for T1 and T2. The operating point is shown in the middle of the figure, 
that is, at the cutoff point on the load line for each amplifier. As pointed out before, 
each transistor conducts or carries current for only half the time. The combined output 
current and output voltage, corresponding to a sinusoidal input voltage, is sketched in 
also and shows that the peak value of the AC output voltage is the battery voltage Vcc. 
Similarly, the peak AC current is the maximum Ic, giving for the efficiency 

Efficiency = AC power _ _ �89 Vcc Ic - -- ~ - - 0.785 or 78% (5.39) 
DC power Vcc(21c/Jr )  4 

where the DC power supplied by the battery is obtained as follows: from Fig. 5.13a 
we see that the pulsating current from each transistor flows through the battery in the 
same direction, causing the battery current to pulsate just like the current in the full- 
wave rectifier shown in Fig. 3.3d. The effective value of such a pulsating current is 
given by (3.2) as 21p/zr.  A high 78% efficiency is possible because battery current 
flows only when a signal is present. In the absence of a signal, the amplifier sits at the 
Q-point and does not draw any current, which implies that the battery is not supplying 
any DC power. It is now apparent that the push-pull Class B amplifier is significantly 
more efficient than the Class A amplifier, which means that more power is delivered to 
the load and less is wasted in the transistors. This makes the push-pull amplifier the 
configuration of choice when large powers are needed. 
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5.7.3 Class B Complementary Amplifiers 

An intriguing combination of a npn and pnp  transistor is the complementary-symmetry 
circuit shown in Fig. 5.14a. It is suited for integrated circuits (ICs) as it is direct coupled, 
eliminating coupling capacitors or bulky and expensive transformers. One drawback is 
that two batteries or two power supplies with opposite polarities are needed. 

The operation is as follows: in the absence of an input signal, the base bias on both 
transistors is zero so both transistors are cut off. Furthermore, both transistors remain 
off for input signals in the range between -0 .7  V and 0.7 V. Since neither transistor 
conducts, the output voltage Vo is zero. As vi increases to higher than 0.7 V, the npn 

transistor T1 turns on and provides current to the load RL, while T2 remains off. Simi- 
larly, when Vi decreases to less than -0.7V, the pnp  transistor T2 turns on and supplies 
current to the load, while T1 is off. The output voltage across the load is therefore 
given by 19 

Vo = Vi - -0 .7  V when Vi > 0.7 V (5.40) 

Vo = Vi + 0.7 V when V i -< --0.7 V 

and is plotted versus input voltage in Fig. 5.14b. Such a curve is called a transfer 
characteristic. In this case it shows that the voltage gain of the amplifier (the slope of 
the curve) is unity, except for the fiat center region where the amplifier has zero gain. 
It is in the fiat region that conduction is shifting from one transistor to the other. This 
nonlinearity in the transfer characteristics of the amplifier causes distortion, which is 
referred to as crossover distortion. Even though such an amplifier has no voltage gain, 
it can have substantial current gain and therefore substantial power gain. 
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F I G U R E  5.14 (a) A transformerless push-pull amplifier suitable for ICs. (b) Transfer characteristics of 
the amplifier, showing severe crossover distortion. 

19Because the output voltage seems to follow the input voltage except for a small constant term, such an 
amplifier is also referred to as an emitter follower. 
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FIGURE 5.15 (a) The addition of biasing batteries reduces crossover distortion. (b) Replacing the batter- 
ies with diodes gives biasing voltages which automatically compensate for temperature variations. 

Figure 5.15a shows how we can modify the complementary amplifier to eliminate 
crossover distortion. By adding batteries which have biasing voltages of about Vb = 
0.5 V to 0.6 V, both transistors will be on the verge of tuming on when there is no input 
signal, i.e., vi = 0. Even a small positive input voltage will now cause T1 to conduct and 
similarly a small negative voltage will cause T2 to conduct, thereby eliminating most of 
the crossover distortion. A distortion-free amplifier would have a transfer characteristic 
of a straight line in Fig. 5.14b. 

The amplifier circuit of Fig. 5.15a, besides having biasing batteries Vb which are 
awkward and difficult to provide for in an integrated circuit, has a more serious flaw, 
which can lead to the destruction of the transistors as the temperature increases even 
moderately. Recall that silicon devices are very sensitive to temperature increases. In 
Example 4.3 we showed that the reverse current in a diode increases with temperature 
rises. In Fig. 4.14, we showed that adding an emitter resistance to the biasing circuit will 
protect a transistor against thermal runaway destruction, which is caused by the decreas- 
ing resistance of silicon material with increasing temperature. Allowing the temperature 
to rise can rapidly lead to a runaway process as the increasing current causes increased 
I ZR losses which further increase the heat and temperature in a silicon device. Corre- 
spondingly, we can state that if the tum-on voltage for room-temperature silicon is 0.7 
V, then warmer silicon will have a smaller tum-on voltage; typically Vbe will decrease 
by 2.5 mV for every 1 ~ rise. Therefore, maintaining a constant biasing voltage on a 
transistor as the temperature increases in effect increases the forward bias on the transis- 
tor, speeding the runaway process until large currents destroy the transistor. This effect 
is critical in power amplifiers which carry significant currents. To protect against heat 
damage, power amplifiers have efficient and frequently large heat sinks--usually thick 
aluminum plates directly attached to power transistors. 

To avoid this type of destruction, we modify the circuit of Fig. 5.15a to that of 
Fig. 5.15b by replacing the bias batteries with diodes D whose forward voltages will 
track the base-emitter voltages of the transistors. In practice, the diodes are mounted on 
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the same heat sink as the transistors, guaranteeing the same temperature changes. Now 
as the temperature rises, the biasing voltage Vbe will decrease automatically because 
the forward voltage drop of the diode decreases. The current through the transistor is 
reduced and the circuit is stabilized. Frequently the diodes are replaced by thermistors, 
which are a type of resistor whose resistance decreases as the temperature rises. 

We now have an amplifier circuit that is ideally suited for integrated circuits. It is ef- 
ficient because it is Class B and it can be produced at low cost since coupling capacitors 
and transformers are absent. It is Class B because the base bias on both transistors is 
so adjusted that in the absence of a signal the transistors are cut off. Therefore, current 
flows in each transistor only when the input signal biases its emitter-base junction in 
the forward direction. Because of the opposite polarities of the transistors, this happens 
on alternate half-cycles of the input voltage. Hence one transistor delivers current to the 
load while the other is cut off (as shown in Fig. 5.13b, which applies to this case). The 
output signal Vo is a replica of the input signal vi, even though each transistor operates 
only half the time. The high efficiency of the complementary circuit is due to small IZR 
losses because the DC current in the load resistor is zero at all times. 

5.8 AM RADIO RECEIVER 

Now that we know the characteristics of electrical components, let us see how they are 
used in a system such as an AM radio (AM stands for amplitude modulation). Fig- 
ure 5.16 shows a superheterodyne receiver for the 550kHz-l.6MHz broadcast band. 
The objective of this system is to receive a signal containing desired information, in this 
case music or speech signals that were placed on a carrier at the broadcast station, sep- 
arate the signal from the carrier at the receiver, amplify it, and reproduce it by a speaker 
for our listening pleasure. 

The need for such a system is obvious: it is desired to provide entertainment and 
information for many people, including those that are far away from the source of en- 
tertainment. Considering that sound from music or speech carries only over short dis- 
tances, we need a carrier that could deliver the desired information over long distances. 
We find such a carrier in electromagnetic (EM) waves, which have the ability to travel 
over long distances at the speed of light. All that remains is to mount the information on 
these carriers. This is done at the radio station and is referred to as modulation. Modula- 
tion is nothing other than superimposing two voltages--information signal plus carrier. 
The combined signal is then sent out (by transmitter and antenna) as an electromagnetic 
wave. EM waves are therefore a desirable medium for transmission of a modulated 
signal. EM waves have different properties depending on their frequency, z~ AM radio 
waves in the broadcast band (550 kHz-l .6  MHz) are generated at radio stations with 
kilowatts (kW) of power and carry information signals well for distances up to hun- 

20As a rule of thumb, the higher the frequency of a wave, the more information it can carry but its ability 
to go long distances decreases, and as frequency continues to increase, waves begin to mimic light waves. 
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FIGURE 5.16 (a) Signal voltages throughout the receiver. (b) Circuit of the complete superheterodyne 
receiver. (c) Block diagram showing arrangement of the component parts. 

dreds of miles. Exceeding these distances, they are subject to atmospheric noise, and 
because amplitude modulation is used, any voltage spikes due to noise or lightning can 
become objectionable. AM radio, using only 10 kHz of bandwidth per station, serves 
the purpose of distributing information to masses of people extremely well. 

Yet if music is the primary product, AM radio has its faults. The limited bandwidth 
and amplitude modulation, with its susceptibility to all types of noise spikes, are limita- 
tions. FM radio, on the other hand, is well suited for music. The higher frequencies of 
the FM band (88-108 MHz) allow the use of a wider bandwidth (200 kHz) per station 
and the use of frequency modulation (FM), because of its noise-limiting ability, guaran- 
tees almost noise-free reception. Even though FM transmission is theoretically limited 
to reception along a line-of-sight path, it is at present preferred for high-quality music. 
Still higher frequencies such as UHF or microwaves could be used, but because they 
are strictly limited to line-of-sight, only an area near the transmitter could be covered. 
Also, perhaps more importantly, the frequency spectrum is extremely crowded and all 
available frequencies are already assigned for other purposes. 

Having briefly described the properties of the carrier, which is a single-frequency 
signal that is broadcast by the radio station and is observable during moments when the 
station is not broadcasting speech or music, let us now study the AM radio receiver. 
The block diagram in Fig. 5.16 displays the major components. To learn what each one 
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does, it is helpful to sketch the signal voltages throughout the receiver which are shown 

as the top figures. 

5.8.1 RF Stage 

The antenna receives a wide range of broadcast signals, which are weak signals typically 

in the microvolt  (#V)  range, and feeds these to the RF (radio frequency) stage. Before 

any amplification takes place, a single signal representing a broadcast  station is first 

selected by the LC parallel resonant circuit which is at the input of the RF stage. The 

variable capacitor of the LC circuit is tuned to the selected frequency by the user (a 
variable capacitor is denoted by an arrow across the capacitor symbol). At the input 

of the RF transistor, there is now a single broadcast signal for amplif icat ionmall  other 

signals in the broadcast band are attenuated because their frequencies are not at the peak 

of the resonance curve. This incoming signal is sketched in the first top figure. It is a 

carrier frequency of a broadcast station (in this case a 1000 kHz signal) that is modulated 

by a single-frequency audio tone; that is, the peaks of the carrier voltage rise and fall 

with the audio tone, which is referred to as amplitude modulation. To keep it simple, 

we have chosen a single audio tone for broadcasting. At the output of the RF stage, we 

now have an amplified broadcast signal, denoted as 1000 kHz in the block diagram. 

5.8.2 Mixer  

In order to reduce the number  of tunable resonance circuits that have to be synchronized 

in a radio receiver whenever  a new station is tuned in, we use the principle of  super- 
heterodyne. Using heterodyne circuitry, we can decrease the number  of tunable stages 

and replace them with fixed-tuned stages which stay tuned to the same frequency, called 

the intermediate frequency (IF), as the receiver is tuned to a variety of different stations. 

The term heterodyne implies the use of a heterodyne frequency (more commonly  known 

as a beat frequency), which is the difference between two combining frequencies. Fur- 

thermore, this frequency is chosen so it can be amplified with higher gain and selectivity 

than the incoming, higher broadcast frequency. In AM radio the IF stages are typically 

tuned to 455 kHz. In order to make this possible, we need a tunable local oscillator 

which produces single-frequency signals. When this local signal is mixed with the in- 
coming signal, beat (heterodyne) frequencies 21 are produced which are difference and 

sum frequencies of the incoming and local oscillator signals. The mixing is done in a 
mixer stage, which uses the nonlinear characteristics of a transistor to produce the beat 

21 In order to understand how the frequency of the incoming signal is changed to the IF frequency, let us 
first consider sound and learn about the phenomenon of beats. Strike middle C on the piano. The sound you 
hear has a frequency of 256 cycles per second (256Hz). Now strike the note before it, B, on the piano. This 
note has a frequency of 240 Hz. Now strike both keys together. The sound you hear is neither B nor C but 
a mixture of the two. If you listen closely you will notice that this new sound rises and falls in loudness or 
intensity. If you can time the rise and fall of sound you will notice that it occurs 16 times per second, the exact 
difference between the frequencies of B and C. We call this rise and fall the beat note. Its frequency is equal 
to the difference between the frequencies of the notes producing it. Similarly, when radio waves of different 
frequencies are mixed, beat (heterodyne) frequencies are produced. 
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frequencies. To produce a beat frequency of 455 kHz when the incoming signal is 1000 
kHz, for example, the oscillator output must be 1455 kHz (or 545 kHz). The output of 
the mixer stage is now fed into an IF amplifier, but since a LC resonant circuit which is 
tuned to 455 kHz is placed between the mixer and the first IF stage, only the 455 kHz 
signal is selected for amplification. 

Local Oscillator 

As a listener tunes across the broadcast band, the local oscillator is also tuned in syn- 
chronism so as to precisely produce a single-frequency signal (essentially an unmod- 
ulated carrier signal) which is higher in frequency by 455 kHz in comparison to the 
incoming signal. For example, if a 800 kHz station is received, the oscillator produces 
a 1255 kHz signal which again results in a 455 kHz beat signal at the mixer output. An 
oscillator is an amplifier With positive feedback from output to input. An LC circuit 
determines the frequency at which this unstable circuit will oscillate. Therefore, in the 
superhet receiver shown, the tunable capacitors at the antenna input of the RF ampli- 
fier and at the oscillator must be synchronized, either by a mechanical linkage or by 
electronic means. The linkage is indicated by dashed lines. 

IF Amplifiers 

Much more gain in a receiver is needed (up to 106) than a single RF stage can provide. In 
a superheterodyne receiver, the additional gain is produced at a single, predetermined 
frequency by the IF stages. In other words, after selecting a particular radio station, 
we change the frequency of the currents flowing in our receiver to the predetermined 
frequency of 455 kHz (the intermediate frequency) and then feed it into amplifiers tuned 
to that frequency. The amplitudes of the predetermined frequency are modulated in the 
same way as was the incoming signal. Hence, in our second top figure, the modulated 
signal is shown with a lower carrier frequency but the same audio tone. Summarizing, 
we can state that superheterodyne circuitry is simpler, less costly, and less critical. In 
addition, the IF frequency is chosen so as to optimize the sensitivity and selectivity of 
the receiver. The selectivity of a superhet receiver is high also because six tuned parallel 
resonant circuits exist in the IF strip. Pairs of such LC circuits are coupled magnetically; 
that is, the primary magnetic field links the secondary coil, thus transmitting AC but 
preventing DC from reaching the following transistor where a high DC level could 
damage or saturate the following transistor. Each pair is shown inside a dashed square 
and is referred to as an IF transformer. Such IF transformers commonly occur at the 
input and output of each IF amplifier stage. 

Detector  or Demodula tor  Stage 

Our signal at the output of the last IF stage is now sufficiently amplified, so it is about 
1-10 V. We are now ready to "strip off" the information that is riding on the IF cartier. 
In our case, for simplicity, we have assumed that the information transmitted from the 
broadcasting station to our antenna is a simple single-frequency audio tone. How do we 
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recover  this audio tone, amplify  it further, and finally reproduce  it in a speaker  so we 

can listen to it? First, the signal at the output  of  the second IF amplif ier  is fed into a 

diode (which is a nonl inear  element) .  The diode removes  the bo t tom half  of  the signal, 

which then passes through a low-pass RC filter. The result ing signal after demodula t ion  

looks like that in Fig. 5 .16a above the diode: it is the audio tone t iding on a DC level. To 

ensure that the low-pass filter (see Fig. 2.6) passes the audio f requency but not the carrier  

frequency, the values of  R and C are chosen so the cutoff  f requency f o  = 1 ~2re R C  is, 

for example,  15 kHz. Then DC and audio frequencies  up to 15 kHz will be passed,  but 

the 455 kHz cart ier  f requency will not. 

To show explici t ly demodula t ion  action, we redraw the detector  circuit  in Fig. 5.17a.  

At the secondary  of  the last IF t ransformer  in Fig. 5.16b, the signal vol tage is Vin and is 

shown in Fig. 5.17b. After  passing through the diode, which removes  the bo t tom half  

of  the signal, the rectified signal is smoothed  by the low-pass RC filter and is shown 

in Fig. 5.17c. Typical values of  R and C when f o  is 15 kHz are R = 10 kf2 and 

C = 0.001 # E  Except  for the values of  R and C, a demodula to r  circuit  is identical  

to the power  supply rectifier filter of  Fig. 3.4. Thus, in Fig. 5.17c, we observe that the 

audio tone is reproduced,  because  the vol tage across the capaci tor  cannot  fol low the 

rapid variations of  the carrier  signal, but can follow the much  slower audio signal. The  

wiggles  in the audio signal are the exponent ia l  decays  of  the capaci tor  vol tage which 

have a t ime constant  RC which is much  longer  than the per iod T ( =  1 /455 kHz) of  the 

IF signal. These  h igh-f requency 455 kHz wiggles  shown in Fig. 5.17c are exaggera ted  

and are evened out by the low-pass  filter so the result ing signal looks like the smooth  

signal in Fig. 5.16. A detector  of  this type is also referred to as a peak detector, as it 

fol lows the peaks of  the modula ted  carrier  signal. But even if the RC filter would  not 

smooth  the wiggly  signal in Fig. 5.17c, the ear would  because  the ear does not respond 

to the high frequencies  which the wiggles  represent.  In that sense, the ear acts as its 

own low-pass  filter. 22 

22To gain additional insight into demodulation, we can look at it from a different viewpoint. We can state 
that the audio signal (assume it to be a 1000 Hz audio tone, i.e., fa  - 1 kHz) is not explicitly present in 
the IF strip, and only three frequencies are present: fc ,  which is the 455 kHz carrier; f c  + fa ,  which is a 
456 kHz frequency; and fc  - fa ,  which is a 454 kHz frequency. These three signals, in addition to others, 
were produced by the mixer stage. The IF transformers were tuned to the 455kHz center frequency and thus 
passed only the three signals. How do we recapture the fa audio tone? The three signals, after amplification 
in the IF strip, are fed into a diode (see Fig. 5.17a). The diode is a nonlinear element with an exponential 
relationship between voltage and current as given by (4.6). If we expand the exponential in a Taylor series as 
e v = 1 + v + v2 /2  + . . . ,  we see that the v 2 term will result in 

1 
cos ogc/cos(o9c - COa)t -- ~ {cos(ogc + (o9c - oga))t + cos(ogc - (ogc - oga))t} 

1 
= ~ {cos(2o9c -- Wa)t + cos ogat} 

where o9 -- 2zrf. Hence, the diode current contains the audio tone cos oga t, which means that it is recovered 
and can now be further amplified in the audio stages of the receiver. For the v 2 term to be effective, the voltage 
v cannot be small, otherwise we obtain a linear approximation of the exponential e v = 1 + v, which is usually 
desirable in most circumstances. However, here we need the nonlinear term v 2, so when the frequencies f c  

and f c  - fa  are multiplied in the diode, i.e., (cosogct + cos(ogc - oga)t) 2 we obtain the above results. The 
signal voltages must therefore be adequately amplified in the IF strip, before the v 2 term becomes effective. 
This is part of the demodulator circuit design. Also, the low-pass action of the RC filter will eliminate all 
higher frequencies, except for the audio tone. 
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FIGURE 5.17 (a) The demodulating circuit. (b) The signal voltage Vin at the last IF stage, showing 
a carrier signal whose voltage peaks rise and fall in rhythm with the audio tone. (c) The audio tone is 
demodulated by the diode and the low-pass RC filter. 

Au toma t i c  Gain  Cont ro l  (AGC)  

The audio volume could vary significantly (and annoyingly) as one tunes across the 
broadcast band and receives near and distant stations were it not for automatic gain 
control (AGC). A clever circuit is used to keep the gain and hence the audio volume 
constant from station to station. Recall that the function of the low-pass RC filter in the 
demodulating circuit was to stop the 455 kHz carrier frequencies but to pass the audio 
frequencies. The RC filter time-averages out the carrier variations but not the audio 
variations. Now, if we could also time-average out the audio variations, we would be 
left with a DC signal which is proportional to received signal strength. This voltage, 
customarily referred to as AGC, is applied as a negative bias to the preceding FET am- 
plifiers. A strong station will now produce a larger negative bias on the gates, reducing 
the gain, and a weak station will produce a lesser bias, increasing the gain of the ampli- 
fiers. Such a feedback technique causes both weak and strong stations to have roughly 
equal loudness. 

We accomplish this by passing the audio signal through another low-pass RgCg filter, 
as indicated in Fig. 5.16, for which the cutoff frequency fo = 1 ~2re RgCg is chosen very 
low, say 1 Hz (a typical combination would then be Rg = 15 kf2 and Cg = 10 #F). 
All variations are thus smoothed out, leaving a DC voltage which is proportional to the 
received signal strength of a station. Automatic gain control, sometimes referred to as 
automatic volume control, is used in virtually all receivers. 



196 Chapter 5 Practical Amplifier Circuits 

5.8.3 Audio Frequency Amplification 

The demodulated audio signal is applied through an RC coupling circuit to the first 
audio frequency amplifier. The resistor R is shown as a variable R and is used as a 
volume control, while the capacitor blocks DC from getting to the first audio stage and 
also from interfering with the DC biasing of that stage. The signal at that stage is shown 
in Fig. 5.16 as an AC signal with the DC level removed. After amplification by the 
first stage, this signal is now of sufficient strength to drive a complementary-symmetry 
power amplifier. The power amplifier has a sufficiently low output impedance so it can 
drive a speaker (4-16 f2) directly. Hence, an impedance-changing transformer to ensure 
maximum power transfer from power amplifier to speaker is not needed (see Fig. 2.18). 

5.8A Summary 

A radio receiver presents a good example of applications of analog circuitry presented 
thus far, even though a radio receiver is rarely assembled out of discrete components in 
the age of microchips. As integrated circuits become more common, various compo- 
nents of a receiver became available in chip form. First, preamplifiers came as chips, 
then the entire IF strip was made as an integrated circuit, and now practically the entire 
AM receiver is made in chip form. High-power receivers are more modular, with the 
receiving section as one module, the power supply as another, and the audio section as 
one chip, usually mounted on a heat sink. 

5 .9  S U M M A R Y  

In this chapter we explored the use of amplifiers in practical circuits. 

�9 We started by stating the characteristics of ideal amplifiers (infinite input resis- 
tance, zero output resistance, very large but constant gain) which are frequently 
used as design goals for practical amplifiers. When the input signals to the transis- 
tor are small, we are able to replace the transistor by a linear model, the advantage 
of which is that the transistor could be viewed not as a mysterious three-terminal 
device, but as made up of ordinary circuit elements, namely, a resistor and a 
controlled source. Replacing the output terminals of a transistor by Thevenin's 
or Norton's equivalent allows us to treat a circuit with transistors as an ordinary 
circuit, that is, a circuit without transistor symbols. Furthermore, the gain of a 
small-signal amplifier can be expressed in terms Of circuit parameters. For exam- 
ple, the gain of a FET amplifier is expressed as A -- -gin RL. 

�9 When a numerical value for the gain of an amplifier is given, it is understood to be 
applicable only for a frequency range called the midband. For frequencies below 
midband, the gain decreases because coupling capacitors are involved, and for 
frequencies above midband, the gain decreases because shunting capacitances, 
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either internal to the transistor or external due to the circuit, are present. Mid- 
band is customarily defined as the frequency range between fl and fh for which 
the gain A does not fall below -3dB.  Typical bandwidth for audio amplifiers is 
25 kHZ, for a TV set 6 MHz, for an 80-column monitor 15 MHz, and for an 
oscilloscope amplifier as much as 100 MHz. 

�9 Cascading a number N of identical amplifiers will decrease the bandwidth in 
comparison to a single stage as the gain of the cascaded amplifiers will be down 
by - 3 N  dB at the - 3  dB frequencies of the single stage. Thus, even though the 
gain of cascaded amplifiers is Acas - NA, it is limited to a narrower bandwidth. 

�9 In integrated circuits capacitors are avoided as they take up too much space. It 
is possible to design direct-coupled amplifiers in which the collector potential of 
one stage is equal to the base potential of the succeeding stage. Eliminating the 
coupling capacitor also eliminates the drop in gain at low frequencies. Therefore, 
in integrated circuits the bandwidth is given by the upper half-power frequency, 

fh. 

�9 When pulses or rapidly changing signals need to be amplified, we showed that the 
more rapidly the signal changes, the larger the bandwidth of the amplifier must 
be for undistorted amplification of the signal. The rise time of a pulse tr can be 
related to the bandwidth by tr = 1/3fh, where fh is the high-cutoff frequency. 
Thus, larger-bandwidth amplifiers can more faithfully magnify sharper pulses. 

�9 If a square pulse of length Tp is used as the input to an amplifier, what must the 
high-frequency cutoff fh of the amplifier be so excessive distortion is avoided? 
An acceptable ballpark answer to this question is that fh should be chosen such 
that the reciprocal of the pulse length Tp is equal to fh = 1/Tp. However, the 
rise time tr of the amplified pulse (5.32) gives a more accurate answer. 

�9 After a signal is sufficiently amplified in voltage, which frequently is the end goal 
in some applications, power capabilities must be also added to the signal. This is 
achieved by feeding the amplified signal into a power amplifier, which typically is 
a current amplifier. At the output of a power amplifier we now have large voltages 
(on the order of power supply voltages) and a large current capability as depicted 
in Fig. 5.1. Transformer coupling of audio stages is convenient, but because of 
the cost and bulkiness of transformers, their use is confined to special situations. 
In solid-state devices, we can use complementary npn and pnp transistors as 
Class B push-pull-type power amplifiers which are very efficient and have a low 
output impedance, allowing low-impedance speakers to be directly coupled to 
them. Such power amplifiers, capable of delivering 50-200 W of audio power, 
come typically as flat chips, not much larger than 2 • 3 in. 

�9 An AM receiver served as an example to tie together seemingly disparate devices 
into a practical system. An FM receiver, TV set, or some other electronic de- 
vice could have served that purpose just as well. Even though many components 
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of the receiver shown are implemented in chip form (low-power and miniatur- 
ized receivers practically come as single chips), a discrete layout of a receiver 
allowed us to study the superheterodyne principle, demodulation, and automatic 
gain control. It should be pointed out that the schematic in Fig. 5.16 appears 
much simpler than a schematic of a commercial receiver. The reason is that in a 
commercial version of an AM radio, numerous transistors and diodes are used for 
all sorts of things such as stabilizing and protecting the circuitry against overvolt- 
ages, excessive currents, temperature fluctuations, etc. Furthermore, adding to 
the apparent complexity are circuits for the convenience of the consumer, such as 
treble, bass, loudness, etc. These kinds of peripheral circuits were left out of the 
schematic in Fig. 5.16 as not contributing to the fundamentals of an AM receiver. 
We can refer to the receiver in Fig. 5.16 as a bare-essentials receiver. 

P r o b l e m s  

1. A transducer produces a 1/zW signal at 1 O0/zV, which is applied to an amplifier. 
If the output of the amplifier is to be 1 O0 W at 1 V, find the voltage gain, current 
gain, and the power gain of the amplifier. 
Ans: A v  = 104; AI = 104; Ap = A v A I  = 108. 

2. The (open-loop) gain of an amplifier which has an input/output resistance of 
105 f2/103 f2 is given as 104. If a transducer which has an internal resistance 
of 100 kf2 and produces a 10 #V signal is connected to the input of the amplifier, 
find the real gain of the amplifier when a load of 1 kf2 is connected to the output 
of the amplifier. 

3. Using the real amplifier outlined in Problem 2, how would you change the in- 
put/output resistance of the amplifier so as to maximize the real gain? 

4. Evaluate the small-signal parameters at the operating point of the amplifier of 
Fig. 4.17 and use these to calculate the gain of the amplifier. Compare your result 
to the graphical result obtained in the text related to Fig. 4.17 (agreement within 
10-15% is good). 

5. A MOSFET for which the output characteristics are given by Fig. 4.17c is to 
be represented by a small-signal model. Find the gm and re parameters near 
Vgs = - 2 V  and Vcts = 30 V and specify the load resistor RL which would result 
in a voltage gain o f -  12. 
Ans: gm ~ 0.75 mS; rd ~ 60 kf2; RL = 16 kf2. 

6. Calculate the small-signal gain of the amplifier of Fig. 4.16a. Compare the results 
using (5.6) and (5.7). 

7. The source resistor Rs in the amplifier of Fig. 4.16a is not bypassed with a capac- 
itor. Derive an expression for the small-signal gain of the amplifier with Rs not 
ignored and calculate the gain using values obtained in Examples 4.7 and 5.2. 
Ans: Ar = --gmrdRL/(rd -+- Rs + RL);--4.57. 

8. The collector characteristics for BJTs are given by Figs. 4.7, 4.13, and 4.14. In 
each case calculate a representative value for current gain fl (also known as h f ) .  
Ans: fl = Ic/Ib = 12 .10 -3 /100  �9 10 -6 = 120; 500; 55. 
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9. A common-emitter amplifier uses a BJT with/3 - 60, operating at a Q-point for 
which Ic - 1 mA. Use the small-signal equivalent circuit of Fig. 5.6b to find the 
voltage and current gain of the amplifier if the amplifier is to deliver an AC signal 
current of 0.3mA rms to a load of RL = 5 kf2. Assume rc >> RE. 
Ans: io / i i  = ic / ib  = 60; V o / V i  "-- V c e / V b e  - -  -200.  

10. Using the amplifier specified in Problem 9, calculate the transconductance gm and 
use it to find the voltage gain of the amplifier. 

11. A device (another amplifier, another load resistance, etc.) is connected to the 
output terminals of the amplifier in Fig. 5.7a. Find the impedance which the 
device "sees"; that is, find the output impedance of the amplifier. Use two meth- 
ods. 
M e t h o d  A: Assume a voltage source vi is connected to the input and find Zo -- 

Vo, open- circuit / io, short- circuit. 
M e t h o d  B: Short out vi. Connect a voltage source v to the output and calculate 
the resulting current i; then Zo = v / i .  

! 
12. A load resistor R L is connected to the output terminals of the amplifier in Fig. 5.7a. 

Find the current gain of the amplifier. 

iRtL ~(rcllRL) ,SRL.j, using Fig. 5.7d. 
Ans: Ai = i--ff -- (rcllRL)+R[ using Fig. 5.7c and Ai = RL+R L 

13. If the input to an amplifier is 1 W, calculate the gain of the amplifier in decibels 
if the amplifier output is 100 W, 1 W, or 0.1 W. 
Ans" 20 dB; 0 dB; - 10 dB. 

14. In an audio system, the microphone produces a voltage of 10 mV which is con- 
nected by a cable to an amplifier with a voltage gain of 30 dB. The cable in- 
troduces a loss of 5 dB. Calculate (a) the gain of the system and (b) the output 
voltage. 

15. Adding a preamplifier to an audio amplifier increases the voltage gain by 60 dB. 
What is the corresponding factor by which the voltage is increased? 
Ans: 103. 

16. An amplifier has an open-circuit voltage gain of 1500, an input impedance of 3 
kg2, and an output impedance of 300 f2. Find the voltage and power gain of the 
amplifier in decibels when a load impedance of 200 f2 is connected to the output 
of the amplifier. 
Ans: Av - 55.6 dB; Ap = 67.3 dB. 

17. Some AC voltmeters provide dBm readings which are based on a 600 f2 reference 
resistance in addition to the l mW reference power. If an AC voltmeter reads 16 
on its dBm scale, what is the rms value of the voltage that corresponds to this 
reading? 
Ans: 4.89 V. 

18. A microphone of 300f2 impedance has an output at - 6 0  dB below a 1 mW ref- 
erence level. The microphone provides input to an amplifier which in turn is to 
provide an output level of 30 dBm when a load of 8 f2 is connected to the output 
terminals of the amplifier. Find 

(a) The output voltage of the microphone 
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FIGURE 5.18 (a)Tilted square wave caused by insufficient low-frequency content. (b) Smoothed square 
wave caused by insufficient high-frequency content. See Problem 26. 

(b) The gain in dB required of the amplifier 
(c) The output power of the amplifier 
(d) The load voltage 

19. For the amplifier of Fig. 5.8, calculate the value of the coupling capacitor C if the 
half-power frequency (cutoff or 3dB frequency) for one stage is to be ~ - 10 Hz. 
Assume RL = 5 kf2 and ri -- 1 kf2. 

20. For the amplifier of Problem 19, how many decibels (when compared to midband 
gain) will a two-stage amplifier lose at the one-stage half-power frequency j~ = 
10 Hz? 
Ans: - 6  dB. 

21. For cascaded amplifiers in general, at the half-power frequency of one stage, what 
will the loss in decibels be in comparison to midband for a two-stage amplifier? 
For a three-stage? For an n-stage? 

22. For the amplifier of Problem 19, for which the one-stage half-power frequency 
was given as j~ - 10 Hz, what will the corresponding half-power frequency be 
for the two-stage amplifier? 
Ans: 15.6 Hz. 

23. To calculate the decrease in bandwidth of a n-stage amplifier in comparison to 
a single-stage one, the - 3  dB high and low frequencies are needed. Derive a 
formula for the low-frequency cutoff of a n-stage amplifier, if the single-stage 
low-frequency cutoff is f l  hertz. 
Ans: f l , n  = f l ( l O  0"3/n -- 1) -1/2. 

24. The total shunting stray capacitance at the output of an amplifier is given as 100 
pF. If this amplifier is working into a load of 10 kf2, find the high-frequency cutoff 

fh. 
25. If the - 3  dB comer frequency of a low-pass filter is given as fo ,  what is the 

attenuation of this filter at the frequencies 0.1 fo  and 10fo ? 

26. An amplifier's bandwidth is specified as 20 Hz to 20 kHz. What would appropri- 
ate square-wave test frequencies be to confirm the specified bandwidth. Sketch 
the expected output waveforms at both square-wave frequencies. 
Ans: 628 Hz; 6 kHz and Fig. 5.18. 

27. A step-voltage (a voltage obtained when a battery is turned on) is to be amplified. 
If the rise time of the amplified step voltage is to be less than 2/zs (microseconds), 
find the amplifier bandwidth. 
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28. A 5ms voltage pulse (like the ideal input pulse shown in Fig. 5.11) is to be am- 
plified. If the tilt in the amplified pulse is to be less than 20%, find the amplifier's 
low-frequency cutoff. 

29. An audio amplifier is to be used to amplify a single square pulse (as shown by the 
ideal input pulse in Fig. 5.11). If the pulse length is 3 ms (= T/2  in Fig. 5.11) and 
the bandwidth of the audio amplifier is specified by the half-power frequencies of 
15 Hz and 20 kHz, estimate the tilt and the rise time of the amplifier output. 
Ans: 0.28; 22 #s. 

30. In the transformer-coupled power amplifier of Fig. 5.12, the AC load line was 
chosen as R L = 500 ft. Does this give maximum power output? Would R L - 

I 1000 ft or R L = 250 ft give more power? 
31. Find the transformer turns ratio for maximum output power when the load resis- 

tance RL = 10 ft for the amplifier in Fig. 5.12. 
32. In the amplifier of Fig. 5.12, if one of the biasing resistors R2 is changed to 6 kft, 

what must be the new value of R1 be so as to maintain the same biasing? 
Ans: 479.5 ft. 

33. The efficiency of the amplifier in Fig. 5.12 is close to 50% with RE = 5 ft. What 
is the efficiency of the amplifier if the load resistor is changed to RL = 10 f2. 

34. Design a transformer-coupled power amplifier of the type shown in Fig. 5.12 to 
deliver power to a 5 ft speaker. You have available a 5 V battery that can deliver 
a 10 mA current on the average. Retain RE and R2 but 

(a) Find the new value of R1 
(b) Find the output power and the efficiency of the amplifier 

! 
Ans: Ic, a = 10 mA; Vce, a - -  5 V; R1 = 800 ft; R L = 500 f2; 25 mW; 
~50%.  

35. For the Class B push-pull amplifier of Fig. 5.13 determine the required reflected 
I load resistance R L if the battery voltage Vcc - 9 V and the output power is 0.5 

W. 
Ans: 81 ft. 

36. Determine the maximum current amplitude Ic for the Class B push-pull power 
amplifier of Fig. 5.13 if the output power is 1 W and Vcc = 12 V. 

37. In the complementary-symmetry amplifier of Fig. 5.15, RL = 8 f2 and Vcc = 12 
V. Assume that when either transistor conducts, Vce,sat"  , ~  0; that is, when vi > O, 
T1 conducts and T2 is cut off and vice versa. Find 

(a) The maximum power delivered to the load RL. 
(b) The maximum power dissipated by each transistor. Note: for each transistor, 

the collector dissipation is one-half the total dissipation 

38. List the desirable features of a superheterodyne receiver. 
39. If an IF frequency of 200 kHz is desired, list the range of frequencies that a local 

oscillator must produce for AM band reception. 
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40. In the AM receiver of Fig. 5.16, the low-pass RC filter in the demodulator stage 
is to be designed so it will pass audio frequencies up to 10 kHz. Find appropriate 
values for R and C. 
Ans: R = 10 k~;  C = 1.59 nE 

41. If the time constant for the AGC signal in an AM radio is chosen as 50 ms, find 
the value of Cg in Fig. 5.16 if Rg = 15 k~. What is the cutoff frequency of this 
filter? 
Hint: A reasonable estimate of the 3 dB frequency fh of an amplifier used to 
amplify a pulse of pulse length T/2 is to choose fh equal to the reciprocal of the 
pulse length, i.e., fh = 1/(T/2). From (5.32) we then have tr = 0.33(T/2). 
Clearly an amplifier with a larger bandwidth than 1/(T/2) hertz will reproduce 
the initial shape of the square pulse more faithfully. 



CHAPTER 6 

Operational Amplifiers 

6.1 INTRODUCTION 

Integrated circuit technology made possible the operational amplifier (op amp) on a 
chip, which is a high-gain, multitransistor voltage amplifier, encapsulated in a small 
chip and costing less than a dollar. The first popular chip was the 741, a 24-transistor 
op amp. It came out in the late 1960s and continues to be popular to this day. Op 
amps were originally used in analog computers where, by changing the external cir- 
cuitry which is connected to the op amp, they could be used as adders, integrators, and 
differentiators. Today these versatile amplifiers find applications in all fields, including 
signal processing, filtering, switching circuitry, instrumentation, and so forth. Their use 
is only limited by the ingenuity of the designer. 

An op amp is designed to handle two inputs at the same time. The output signal will 
be an amplified version of the difference between the two inputs. That is, if v+ and v_ 
are the two inputs, rout = A(v+ - v_), where A is the voltage gain of the op amp. If we 
set one of the inputs to zero (grounded), Vout will then just be an amplified version of the 
nonzero input signal, that is, rout = A v+ or rout = - A  v_. The ability to amplify the 
difference between two signals makes the op amp valuable in instrumentation, where 
unwanted interference signals common to both inputs are automatically canceled out. 

6.2 OP A M P - - A N  ALMOST IDEAL AMPLIFIER 

In Section 5.2, we learned that an ideal amplifier is characterized by infinite gain (A -- 
c~), infinite input resistance (Ri = ~ ) ,  and zero output resistance (Ro = 0). To these 
characteristics we could also add that the bandwidth should be infinitemin other words, 
the ideal amplifier amplifies all frequencies from DC to the highest frequencies with 
the same gainmand furthermore that all of the preceding characteristics should remain 
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Inverting input ~ iF 
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O + + ~ + 
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0 _1_ 0 0 
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Oa -- 0 
+ + + 
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_ 

FIGURE 6.1 (a) The equivalent circuit (open-loop) of an op amp showing two input terminals. (b) The 
inverting amplifier consists of an op amp and external circuitry (closed-loop). For simplicity, power supply 
connections to the op amp are not shown. (c) The equivalent circuit of the inverting amplifier, using the ideal 
representation for the op amp. 

stable with temperature changes. The equivalent circuit of such an amplifier is given by 
Fig. 5.3. 

The op amp matches these characteristics to a high degree. A popular model is 
the #A741, a cheap but high-performance operational amplifier for which A = 105, 
Ri --- 2 Mr2, and Ro = 75 f2. Figure 6.1a gives the equivalent circuit of an op amp 
enclosed by a triangle, which is the traditional symbol for the op amp. It is basically 
a differential amplifier as it responds to the difference in the voltages applied to the 
inverting and noninverting inputs, i.e., 

vo -- A ( v +  - v_ )  -- Avd  (6.1) 

where A is the open-loop (no feedback) gain of the op amp (typically 105 or larger). 
Note that the polarity of vd is given by the + and - signs of the input terminals. For 
most circuit calculations the ideal representation of an op amp (shown within the dashed 
triangle in Fig. 6.1c) can be used; that is, in Fig. 6.1a the input resistance Ri is replaced 
by an open circuit (Ri = oo) and the output resistance Ro is replaced by a short circuit 
(Ro = 0 ) .  



Section 6.2 O P  Amp- - -An  Almost  Ideal Amplifier 205 

An op amp, even though almost ideal in the first three characteristics (A, Ri ,  and 
Ro) ,  has a gain that varies substantially as the frequency of the input signal changes, and 
furthermore its characteristics are not very stable with temperature changes. Therefore, 
typical use of an op amp is in a closed-loop configuration in which negative feedback 
is applied which "kills" much of the open-loop gain of the op amp, resulting in a lesser 
but very stable gain. The loop is closed by using external resistors to feed back some of 
the output voltage to the input. An example is provided in the following section. 

6.2.1 The Inverting Amplifier 

The simplest example of a closed-loop configuration is the inverting amplifier shown 
in Fig. 6.1b, in which an input signal Vi is applied to the inverting (negative) terminal 
through the R1 resistor and the noninverting input is grounded, while R F serves to 
"feed back" from output to input. The circuit equivalent of this popular amplifier is 
shown in Fig. 6.1c. Using Kirchoff's voltage law we can readily write for the input 
loop v i -- i l R1 - vd, and for the output loop Vo --  A v d  --  - - iF  R E  -- Yd. Note that in 
the equivalent circuit we show a connection from the controlled voltage source A Vd to 
ground that is not present in Fig. 6.lb. This can be confusing. However, in Fig. 6.1b 
the op amp is represented simplistically by a triangle symbol and such a connection 
would add little meaning. Besides, when analyzing a circuit which has op amps, the 
equivalent circuit for each op amp should always be used. The voltage gain Ar  with 
feedback is obtained as follows: using the ideal representation (Ri  --  (x~, Ro - -0)  of 
the op amp shown in Fig. 6.1c, we conclude that since Ri -- ~ ,  i = 0. Therefore all 
current through R1 passes through RF 

il  - -  iF (6.2) 

Furthermore, we note that Vd --  v o / A  ~ 0 as A --> c~, so the op amp input is in 
effect shorted and the inverting terminal is effectively grounded. 1 Therefore, the gain 
can be stated as 

Vo - - i F R F  RF 
a r  = m = : ( 6 . 3 )  

vi i lR1  R1 

This is a surprising result, as it says that the gain of the op amp with the external 
circuitry is equal to a ratio of the resistances of a feedback resistor and an input resistor. 
The gain is thus determined by external resistors only and is independent of A as long 
as A is high. Obviously, resistors are much less frequency and temperature sensitive 
than op amps. Hence, we have obtained an amplifier whose gain is not as high as A of 
an op amp alone, but it is very stable and has a constant value. The minus sign in (6.3) 
means that there is a phase reversal in the output voltage. 

Let us elaborate on the result obtained in (6.3). A consequence of the output voltage 
fed back by resistor R F to the inverting terminal is to make that terminal (point P) a 

1Note that the output voltage Vo is limited by the power supply voltage, which is typically between 5 and 
15 V. Hence, the input voltage v d would be on the order of microvolts, given that A > 10 5 . 
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virtual ground (suggested by the dashed ground symbol at P), which means that the 
voltage at that terminal, o_, is zero. What makes this result so remarkable is that a real 
short circuit between ground and point P does not exist as then a substantial current 
would flow to ground. Point P is at ground potential but no current flows as i -- 0 for 
the op amp, and hence the label virtual ground. Point P, for the inverting configuration, 
remains a virtual ground for any variations in the input signal vi. 

In addition to being a virtual ground, point P, for the inverting configuration, is also 
referred to as summing point. To sum several signals, for example, we can connect 
several resistors to point P as shown in Fig. 6.4a. The sum of the signal currents in the 
input resistors equals the current in RE, since no current to ground exists at point P. 
Because the addition appears to take place at point P, it is called a summing point. 

EXAMPLE 6.1 For the inverting amplifier of Fig. 6.1b, find the gain, input resistance, 
Vd,  v i ,  i, and i F .  Assume A - 5.105, Ri -- 10 6 ~, Ro -- O, R F - -  100 kf2, R 1  - -  1 kf2, 
and the power supply voltage is -t-5 V. In order to obtain a better understanding, derive 
the op amp gain, Eq. (6.3), without initially setting Vd -- O. 

Since the amplifier input impedance Ri is large, the current i flowing into the op amp 
is negligible. Therefore, as in (6.2), current in R1 equals the current in RF, i.e., 

Vi -Jr- Vd - - V d  - -  Vo 

R1 RF 

Using (6.1), va = Vo/A in the above expression, we obtain 

( 1  R F ) R F  
R1 

Given that the op amp gain is very large, we can take the limit as A --~ ec and obtain 

RE 
1 ) o  - -  - -  ~ l ) i  

R1 

which is the desired result of (6.3). 
The gain of the op amp with external circuitry depends only on the external resistors 

that are connected to the op amp. Hence, from (6.3), Ar - - R F / R 1  = - 1 0 0 / 1  = 
-100.  The minus sign in the gain expression implies that the amplified output signal is 
180 ~ out of phase with the input signal. 

The input resistance (it is the resistance that a source would see when connected 
to the Vi input terminals) is simply R = l)i/il = R1 -- 1 kf2. This is a rather low 
input impedance (in practice the term impedance is used when addressing any kind of 
input resistance), not suitable when a high-impedance source is to be connected to the 
input terminals, as then only a small portion of the source voltage would be driving the 
amplifier. In addition, a feeble source might not be able to provide the large currents 
which a low input impedance requires. Ideally, a high-impedance voltage source should 
work into an infinite-impedance voltage amplifier. 

The maximum magnitude of the output voltage Vo is limited by the supply or battery 
voltage (it usually is less by about 2 V). Any figure displaying a load line such as 4.13b 
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or 4.17c shows that lJo,ma x ~ Vpowersupply. Assuming Vo = - 5  V, we obtain for the 
differential voltage vd = - -5  V / - A  = 5/5.105 = 10 #V, which is a very small voltage 
and is usually neglected. 

From (6.3), we have that vi = ( - R 1 / R F ) V o  : ( - 1 / 1 0 0 ) ( - 5 )  -- 50 mV. The 
current i flowing into the op amp input is given by i = v d / R i  : 10 /zV/1 Mr2 = 
0.00001 #A -- 10 pA. This current is so small, that the approximation by zero is valid. 

The feedback current iF -- il. Hence, iF --  v o / R F  -- 5 V/100 kf2 = 50/xA. II 

In summary we state two basic rules for the analysis of op amp circuits. Rule 1 
is assume the two input terminals are at the same voltage, i.e., the differential voltage 
Vd = 0 (or equivalently v+ = v_). Rule 2 is assume no current flows into either 
input terminal (i = 0). Practically any new op amp configuration with feedback can be 
analyzed this way. 

6.2.2 The  N o n i n v e r t i n g  Ampl i f i er  

If we apply the input signal to the noninverting terminal and the feedback voltage to the 
inverting terminal, as shown in Fig. 6.2a, the result is an amplifier with very high input 
impedance, low output impedance, and no phase reversal. Such an amplifier is ideal as 
it can be driven by a high-impedance source (it does not load the source) and can drive 
a low-impedance load (the load does not affect the amplifier). 

To realize the noninverting amplifier, we ground R1 of Fig. 6.1 b or 6.1 c and apply 
the input signal vi at the noninverting terminal. The voltage i lR1  is then applied to the 
inverting terminal as negative feedback voltage vl. Again, we assume that the input 
current i is zero and Vd = O, and hence vi - Vl. With op amp input current i equal to 
zero, the currents through RE and R1 are the same, therefore 

Vo - -  Vl  Vl  

R F  R1 

The real gain of the op amp with external circuitry is then 

Vo Vo i l  ( R x  -k- R 1 )  R F  
A r  . . . .  : - -  1 + ~ ( 6 . 4 )  

1)i 1)1 i l R1 R] 

As in the case of the inverting amplifier, gain depends on the ratio of two external 
resistances. 

Whereas the input impedance of the inverting amplifier was low, equal to R1 in 
Fig. 6. l b, the input impedance of the noninverting amplifier for practical purposes can 
be approximated by infinity. Using Fig. 6.2a, the input impedance can be stated as 
R~ = v i / i .  Kirchoff's voltage law for the input loop gives us 

- -  Vi a t- Vd -[- i 1 R1 = 0 (6.5) 

where Vd --  i R i .  Solving for i in (6.5), we have for the input impedance 

t l)i Vi R i  R i  
R i : ~ - -  : ,~  - -  c ~  

i (Vi  - -  il  R 1 ) / R i  1 - i l  R 1 / v i  1 - 1 
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where, using (6.5), we have approximated i lR1  ~ l)i. A more careful analysis would 
show that the input impedance of the noninverting amplifier is R~ >> Ri ,  and since Ri 

is on the order of several megaohms for op amps, the approximation of R~ by infinity 
is very useful. The noninverting amplifier is thus ideally suited to amplify signals from 
feeble (high-impedance) sources. 2 

6.3 V O L T A G E  F O L L O W E R S  A N D  T H E  U N I T  G A I N  

BUFFER 

A special case of the noninverting amplifier is the useful configuration known as the 
voltage follower, shown in Fig. 6.2b. It is obtained by letting R F - -  0 (short circuit) and 
R1 = cxz (open circuit) in the circuit of Fig. 6.2a. The gain of this configuration is then 

Vo RF 
Ar = -  = 1 -+- - -  1 ( 6 . 6 )  

l)i R1 

which means that the output voltage follows the input voltage. The input impedance 
R~ of the voltage follower is found by applying Kirchoff's voltage law to the circuit of 
Fig. 6.2b. This results in vi = Vd + Vo = i Ri  -Jr- A Vd = i R i ( 1  + A )  ~ i Ri  A ,  where 
we have used that Vd - -  i Ri  and Vo - -  A Yd. As the input impedance is the ratio of input 
voltage and input current, we obtain 

t Vi __ A R i  (6.7) R i - -  T 

The approximation of R~ by infinity is again valid since typically for op amps Ri - 

1 Mg2 and A = 106, giving R~ - 101el2 -- 1 Tf2. A million megaohms, for all 
practical purposes, is an open circuit. 

a b 
i=O 

0 v 

Od, 

" 0 1, ~ R F Oo 

;'1 "~~ RI 

+ + + + 

0 i 0 i 0 0 

0 0 0 0 

F I G U R E  6.2 (a) The noninverting op amp configuration. (b) A voltage follower for which Vo = vi. 

2Furthermore, the output impedance of a noninverting amplifier is much less than Ro, and Ro for most op 
amps is about 100 f2. 
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F I G U R E  6.3 (a) A voltage follower is used as a buffer between a weak source and a load, isolating the 
source from excessive current demands. (b) The buffer is shown as an ideal buffer which draws no current 
from the source and has zero internal voltage drop. 

Such a device, when placed between source and load, protects the source from having 
to deliver high load currents. It is then called a unit gain buffer. Buffering, or isolating 
the source from its load, is frequently necessary since sources, such as transducers, 
sensors, microphones, and tapeheads, do not produce any significant power. Connecting 
a low-impedance load directly to a high-impedance source would drop the available 
voltage to the load to negligible levels. On the other hand, a buffer with a practically 
infinite input impedance and an almost zero output impedance would deliver the entire 
source voltage to the load. 3 

EXAMPLE 6.2 A pickup device has an internal impedance of Rs = 10 kf2 and pro- 
duces a voltage of Vs = 2V. If it is to drive a chart recorder which can be represented by 
a load impedance of 500 f2, find the voltage and power available to the chart recorder. 
Repeat when a unity gain buffer is introduced between source and load. 

The load voltage is VL = Vo = vsO.5/(lO + 0.5) = 0.095 V and power delivered to 
the load is PL = v ~ / R L  -- (0.095)2/500 = 18.14 #W. 

Placing a buffer between source and load, as shown in Fig. 6.3a, and approximating 
the buffer by an ideal o n e  ( R i  - cx~, Ro - -  0) ,  which means that the buffer voltage 
equals the source voltage (no input current flows because Ri  - -  cx~) and the load voltage 
equals the buffer voltage (because Ro -- 0), the load voltage is then VL -- 2 V and 
the power delivered is PL = v ~ / R L  -- 22/500 -- 8 mW. The introduction of a buffer 
results in a voltage gain of 2V/0.095 V - 21 and a power gain of 8 mW/18.14 # W  -- 
441, which demonstrates the effectiveness of a buffer. It goes without saying that most 
pickup and transducer sources could not deliver the necessary current or power to drive 
low-impedance loads without the use of a buffer. II 

6.4 SUMMERS, S U B T R A C T E R S ,  A N D  

D I G I T A L - T O - A N A L O G  C O N V E R T E R S  

By applying several inputs to the inverting amplifier, as shown in Fig. 6.4a, we obtain 
the summer amplifier, which gives an output voltage that is the sum of input voltages. 

3Of course, a noninverting amplifier provides buffering and amplification. However, there are many in- 
stances when only buffering is required. 
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F I G U R E  6.4 (a) A summing amplifier. (b) A subtracting amplifier. (c) A table giving 3-bit binary num- 
bers (logic 0 and 1 are represented by voltages 0 V and 5 V, respectively) and their decimal equivalents. 

Such a configuration can be used, for example, to mix audio signals. As pointed out in 
the paragraph preceding Example 6.1, point P is a current summing point as no current 
can flow to ground. Therefore, 

which equals 

i 1 + i 2 + i 3  - -  i F  (6 .8)  
_ 1)2 1)3 Vo V l ~  - ] - ~  = (6.9) 

R1 R2 R3 R F 

R F  
Vo = - - ~ ( 1 ) 1  + t~2 -+- 1)3) (6.10) 

R1 

when R1 = R2 = R3. We refer to this as an inverting adder. A noninverting adder, 
that is, one giving (6.10) but without the minus sign, can be designed by connecting an 
inverter to output Vo. An inverter is an inverting amplifier like that of Fig. 6. l b with 
RF = R1, resulting in Vo = - v i .  

A subtracter is shown in Fig. 6.4b. Input vl passes through an inverter, which has a 
gain of - 1  (that is, the output signal is phase-shifted by 180 ~ with respect to the input 
signal). The resulting output voltage is thus the difference of the two input voltages, or 

R F  
12o = - - ~ ( 1 ) 2  --  Vl) (6.11) 

R1 

By choosing RF - -  R1, we would obtain a simple subtracter for which Vo = 1)1 - 1)2. 
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A digital-to-analog converter (DAC) translates a binary number to an analog signal. 
For example, the table in Fig. 6.4c gives the 3-bit binary numbers 000-111 and their 
equivalent decimal numbers 0-7. The digital input signals are vl - v3 and the decimal- 
equivalent voltage is Vo. The binary digits 0 and 1 are represented by the input voltages 
0 V and 5 V, respectively. 

We can select the inverting summer, Fig. 6.4a, to perform the conversion. The output 
voltage for such a summer, using (6.9), is 

Vl v2 v3 ) 
Vo - -  - -  R F --~1 + -R~2 + --~3 

(6.12) 

If we choose (by trial and error) RF - -  8 kf2, R3 -- 10 kf2, R2 -- 20 kfl,  and R1 = 40 
kf2, a binary input signal 001 (v3 - 0, v2 - 0, Vl -- 5 V) applied to the summer would 
give us the following output voltage: using (6.12) we obtain Vo - - 8 ( 5 / 4 0  + 0 + 
0) = - 1 .  4 Similarly, for input 111 (v3 = 5, v2 - 5, vx = 5), we would obtain 
Vo = - 8 ( 5 / 4 0  + 5 /20  + 5/10) = - 7 .  Hence, the inverting summer performs a digital 
to analog conversion. By adding more inputs v4, v5 . . . . .  to the summer, we can handle 
larger binary numbers. 

EXAMPLE 6.3 A noninverting summer is shown in Fig. 6.5. Analyze the circuit and 
show that it performs the mathematical summing operation. As the current into the 
noninverting terminal of the op amp is vanishingly small, the node at Vp acts as a current 
summing point for currents flowing in the two R resistors. Therefore, 

which results in 

V2 - -  Up V l - -  Vp 
+ = 0  (6.13) 

R R 

1;2 Jr- Vl - 2 V p  (6.14) 

At the output terminal we have that the current through RF and R1 is the same, that is, 
' - ' /R1 ,  because current into the inverting terminal of the op amp is (1) o - -  V l ) / R  F v 1 

R 
1~ 2 0 ]V~ 

R O '  
O~ o ~A# O~ Oo 

FIGURE 6.5 A n o n i n v e r t i n g  s u m m e r .  

4For simplicity, we are ignoring the minus sign on Vo. This can be rectified by adding an inverter to the 
summer, or by using a noninverting summing amplifier. 
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F I G U R E  6 .6  A differential amplifier, showing the external feedback circuitry. 

! 
vanishingly small. Noting that voltage v 1 = V p, because vd "~ 0, we have 

13 0 - -  Up Up 
= - -  (6.15) 

RF R1 

Substituting into this equation Vp from (6.14) gives us the desired result 

R1 + RF 
Vo - -  ~ ( 1 ) 1  "+- 1)2) (6.16) 

2R1 

which is that the circuit of Fig. 6.5 performs the mathematical summing operation. A 
note of caution though: since the node at Vp is not at zero volts, there can be interference 
(cross talk) between the input signals. In that sense, the inverting summer is superior 
and hence more useful since point P is a virtual ground in the inverting amplifier. II 

6.5 THE DIFFERENTIAL AMPLIFIER 

In many practical environments, such as instrumentation, biomedical applications, con- 
trol systems, etc., we need to amplify the difference between two signals. In these situ- 
ations, the differential amplifier, typically an op amp configuration as shown in Fig. 6.6, 
is used. An advantage of a differential amplifier is that any signal common to both in- 
puts (common mode signal) is canceled and does not appear in the output voltage Vo. 

Undesirable signals such as noise, AC hum, DC level, drift, etc., are canceled as they are 
picked up equally at both inputs. On the other hand, even the smallest difference in the 
inputs (differential mode signal) is amplified. In situations where an interference signal 
is much stronger than a desired signal in need of amplification, a difference amplifier is 
frequently the only solution. One could conclude that an op amp by itself should serve 
that purpose, since after all its output is given by (6.1) as Vo = A(v+  - v_)  = Avd .  

Practically, this would result in a very poor, unstable differential amplifier and, as dis- 
cussed previously, operation in a closed-loop configurations which introduces negative 
feedback is needed to give stable amplification. 

Op amps, in the configuration of Fig. 6.6, are widely used differential amplifiers. To 
analyze this circuit, recall that current into an ideal op amp is zero, which gives for the 
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loop equation at the inverting terminal 

1) 1 -- 1)o 
1)1 = i l R  + 1)- = ~ R  + 1)_ (6.17) 

R + R F  

At the noninverting terminal we can write either a loop equation or by voltage divi- 
sion obtain 

RF 
1)+ = v 2 ~  (6.18) 

R + R F  

Recall that for an ideal op amp, Vd = 0, or equivalently v+ = v_; combining this 
with the above two equations gives us the desired result for the differential amplifier 

RF 
Vo - -  ~ ( 1 ) 2 -  1)1) ( 6 . 1 9 )  

Hence, the output voltage is proportional to the difference of the input signals am- 
plified by the closed-loop gain RF/R.  The gain is stable as it is independent of any op 
amp parameters such as A, which can vary significantly with temperature, frequency, 
etc., and furthermore, A is specified by the manufacturer. On the other hand, the gain 
R F / R  depends only on the values of two resistors, and is therefore stable and can easily 
be changed by the circuit designer. 

6.5.1 Practical versus Ideal 

The above output voltage, Eq. (6.19), is due to differential-mode signals, v2 - 1 ) 1 ,  and 
would be the only output voltage if the op amp were perfectly balanced, that is, ideal. 

Unfortunately, practical op amps never are; they produce a small output voltage even 
when the differential input signal is zero. For example, let us put identical signals Vcm on 
both inputs, 5 where Vcm is called the c o m m o n - m o d e  voltage as Vcm contributes equally 
to  Vl and v2. We now have that 1)1 = l)2 and that 1)cm = 1)1 and 1)cm = 1)2- (By adding Vl 

and 1)2, we can also express the common-mode signal as 1)cm = (1)1 + 1)2)/2, which is 
just the average of the two input signals.) Any output voltage that is now obtained must 
be an amplified version of the common-mode signal only and therefore can be stated 
as 1)o = Acm1)cm, where Acm is the common-mode gain. Acm for an ideal differential 
amplifier is obviously zero as an ideal amplifier responds only to the difference voltage 
1)2 - 1)1 and not to the common-mode voltage 1)cm- The fact that a practical op amp 
responds to the average signal level can create unexpected errors. For example, if one 
signal is 10/zV and the second - 1 0  #V, the output voltage will be different than if the 
inputs had been 510/zV and 490 #V, even though the difference signal of 20/zV is the 
same in both cases. 

5Equivalently, we could short the inputs together and apply a voltage Vcm to the shorted input. This would 
guarantee that the difference voltage v 2 - v 1 equals zero at the input. 
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To answer the question of how good a practical differential amplifier is in comparison 

with an ideal one, we define a common-mode  rejection ratio, CMRR, as 

Adm 
C M R R  = (6.20) 

Acm 

where Adm is the differential-mode gain and from (6.19) is equal to R F/R. Thus, 
CMRR for a practical op amp is a measure of qual i tymthe  larger the number, the better, 

as C M R R  for an ideal op amp is infinite. 6 Because C M R R  is normally a large number, 

we express it in decibels as CMRR(dB)  = 20 logCMRR (typical values are 50-100 

dB). 

Since for a practical amplifier, the output voltage (6.19) has an additional compo- 

nent due to the common input voltage Vcm, we can write the total voltage by linear 

superposition as 

1)1 +1)2 
Vo -- (v2 - vl)Adm -k- ~ A c m  (6.21) 

2 

( l (vl+v2)/2)  
-- (V2 -- Vl)Adm 1 + CMR-----~ v2 - Vl 

where the voltage gain 7 for the difference-mode signal is Adm and that for the common-  

mode signal is Acm. The desired output is (v2 - vl)Adm, but the presence of a common- 

mode input adds an error term, which is small if C M R R  is large or if the common-mode  

input Vcm is small. Ideally, the two input signals should be of equal strength and 180 ~ out 

of phase. Then, the common-mode  signal would be zero, the differential-mode signal 

a maximum, and the output voltage a linear magnification of the input signal, given 

by the first term of (6.21), or by (6.19). Unfortunately, in most practical situations, it 

is just the opposite. Typically in practice, a signal of only a few millivolts tides on a 

common-mode  signal of several volts as shown in the following example. 

EXAMPLE 6.4 Find the output voltage Vo for a differential amplifier (Fig. 6.6) if the 

input voltages are vl = 9 V and v2 = 9.02 V. Use R = 1 kf2, RF -- 120 kf2, and a 741 

op amp for which specifications are given as a C M R R  of 90 dB and an open-loop gain 
of A = 2 .  l05. 

Before proceeding with the solution, we should note that only a small 20 mV signal 

is tiding on a large common-mode voltage of 9 V. The closed-loop gain is obtained from 

(6.19) as Adm = RF / R = 120. Expressing the 90 dB common-mode  rejection ratio as 
a numerical value gives C M R R  -- 1090/20 ~-- 31623. To obtain the common-mode  gain, 

we use (6.20), which gives Acm = Adm/CMRR = 120/31623 = 0.00379. The output 

6It should be noted in passing that CMRR for an op amp alone, Fig. 6. la, is the same as that for the op 
amp circuit with feedback, Fig. 6.6. The CMRR for the 741 op amp is given in the manufacturers spec sheet 
as 90 dB and thus is also the CMRR of the differential amplifier of Fig. 6.6. 

7For example, Adm can be measured by setting Vl = -v2 = 0.5 V, which results in (v2 - Vl) = 1 V and 
Vcm = (Vl + v2)/2 - 0. The measured output voltage would then be Vo -- Adm, which is the gain for the 
difference signal. Likewise, setting Vl = v2 = 1 V results in (v2 - Vl) = 0 and Vcm = 1 V; consequently 
Vo = Acm and the output voltage gives the gain for the common-mode signal. 
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voltage can now be given, using (6.21), as 

1)o 
Vl +1)2 

" - "  (1)2- Vl)Adm + ~ A c m  
2 

9 +  9.02 
-- (9.02 - 9) 120 + ~ 0 . 0 0 3 7 9  

2 
= 2.4 + 0.034 -- 2.434 V 

The deviation from the expected value of 2.4 V caused by the common-mode signal is 
small in this case, only 0.034 V or 1.4%. This is due to the high CMRR value of the fine 
741 op amp. A lesser value than 90 dB for CMRR would have substantially increased 
the percentage deviation. II 

In some situations, the closed-loop common-mode gain Acm for a differential ampli- 
fier is not known, but the open-loop (no feedback) gain A for the op amp and its CMRR 
is specified by the manufacturer. In these situations it is important to know that the 
CMRR for an op amp alone and an op amp with feedback is the same, as can be seen 
from an examination of (6.21). Therefore, CMRR = Adm/Acm -- A/Acm, openloop. This 
should allow calculation of Acm as Adm can be obtained directly from the relationship 

Adm-- R F /R .  

6.5.2 Interference Signals 

Amplifiers with high-impedance inputs are well suited to the amplification of feeble 
signals since the sources for these signals in turn have high impedance. For example, 
a moderately high-impedance input might be 1 M~.  If the source also has a 1 Mr2 
internal impedance and generates a 10 mV signal, 5 mV will then be available across 
the amplifier input terminals for amplification. 

The difficulty with high-impedance inputs is that any stray electric or magnetic fields 
can induce interfering voltages, at times very large, across the input terminals. For 
example, electric noise fields due to power lines, lightning, sparking, switching circuits, 
motors, arc welders, etc., can set up I Ro voltage drops across the input impedance. 
Equivalently, the electric noise fields can be viewed as capacitive coupling between 
the noise source and the amplifier input as suggested in Fig. 6.7a. By voltage-divider 
action, the interfering signal at the input will be VnoiseRin/(Rin + 1/jcoC). 8 Even 
though the stray coupling capacitances are very small (less than picofarads for C), if the 
input impedance Rin o r  if the frequency co of the interfering signal is high, much of the 
noise voltage Vn is developed across the input terminals and will be amplified with the 
desired signal Vs. Using shielded wires, with the outside conducting sheath connected 
to ground, can substantially reduce capacitive pickup as then the interfering signal will 
be conducted harmlessly to ground. 

8To be strictly correct, Rin should be replaced by Rin II Zs, since Rin is in parallel with Zs in Fig. 6.7a. 
Also, for brevity, the phasor expression for the interfering signal is given. However, since a signal must be a 
real number, we can obtain its magnitude by multiplying the phasor expression by its complex conjugate and 
taking the square root as outlined in Chapter 2 (see (2.5) or (2.11)). 
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F I G U R E  6.7 (a) Small, stray capacitances exist between noise source and amplifier that couple an inter- 
fering field to the input. (b) Time-varying magnetic fields due to noise sources (mainly power lines) induce a 
voltage in wires that close around the magnetic field. 

A second source of interference are magnetic fields which are produced wherever 
electric current flows. Thus, power lines and power machinery are a source of stray 
magnetic fields. Faraday's law tells us that a time-varying magnetic field will induce 
a voltage, also known as induced emf, in wires which surround the magnetic field. 
That is, rind = -AdB/dt, where A is an area formed by wires that close around the 
magnetic field B. 9 Figure 6.7b shows such an area A, in this case a long rectangular 
area formed by the parallel, connecting wires between a source and the amplifier input. 
This area is threaded by a changing magnetic field B, most likely caused by 60 Hz 
power lines. Such induced voltages are unwelcome as they are amplified along with 
the desired signal, causing errors and distortion in the amplifier output. A remedy for 
this type of interference is to minimize the enclosing area by running the wires parallel 
and close to each other. If this does not reduce the magnetic pickup sufficiently, the 
wires should be twisted, which further reduces the loop area and causes cancellation of 
induced voltage in successive twists. 

In the above two paragraphs, we considered sources of interfering signals and ad- 
vanced some procedures to minimize the pickup of such signals on leads that connect 
a transducer, probe, or any other signal source to the amplifier. If after all these proce- 
dures, we still experience a strong noise at the source, a further decrease of such noise 
may be accomplished by a differential amplifier (see the following example). 

EXAMPLE 6.5 With an electrocardiogram (EKG) amplifier, skin contacts are used 
to measure brain activity and heart activity. These high-impedance sources produce 
faint signals, sometimes in the microvolt range. It is not unusual to find that even after 
twisting and shielding the input leads, a large 60Hz voltage in addition to the desired, 
small signal still exists. Figure 6.8a shows pickup wires, which at one end are connected 
by skin contacts (electrodes) to the chest of a patient, and at the other end to an EKG 
amplifier (an EKG amplifier is just a differential amplifier as shown in Fig. 6.6). Since 
the leads are of equal length and otherwise symmetric, the noise pickup, which here 

9If the magnetic field is sinusoidal with angular frequency ~, then the magnitude of Vin d --- -AogB.  The 
induced voltage is thus proportional to the area looped by the wires, the frequency, and the strength of the 
magnetic field. 
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FIGURE 6.8 (a) Leads for EGK signal pickup. The ground is usually a contact point at the lower ex- 
tremities of a patient, such as the right leg. (b) Signals v 1 and v2 generated by the electrodes make up the 
difference signal. The common-mode signal is primarily the interfering AC voltage and the interfering DC 
level. 

is shown as a DC level and an AC voltage, is the same for both leads. Each lead also 
picks up the desired EKG signal, which is shown as riding on the noise signal. The 
EKG signal has a complicated, almost periodic waveform (it contains frequencies in the 
range from 0.05 to 100 Hz). For simplicity, let us model the EKG signal by a single 
spectral component, say, sin 500t. The total signals, picked up by leads 1 and 2, could 
then have the form 

and 

Vl = 2 + 3 sin 377t + 0.001 sin 500t ~ Vcm -k- 0.001 sin 500t 

v2 = 2 + 3 sin 377t + 0.002 sin 500t ~ Vcm + 0.002 sin 500t 

and are shown in Fig. 6.8b. The EKG signal, even though much smaller then the 2 
V DC level or the 3V AC signal (which is due to the 60 Hz power lines: o9 - 2zr �9 60 
Hz - 377), is still 1 mV and 2 mV at leads 1 and 2, respectively. For an ideal differential 
amplifier, the output voltage would simply be 

Vo = Adm(V2 -- Vl) = Adm �9 0.001 sin 500t 

where Adm is the differential-mode gain, given by (6.19) as RF/R.  We could try to op- 
timize the difference signal by moving the skin contact electrodes around and possibly 
find positions where Vl and v2 are almost 180 ~ out of phase. Then, the total signal at the 
differential amplifier would be v2 - vl = 0.003 sin 500t, a threefold increase in signal 
strength. 

If the op amp in the differential amplifier circuit of Fig. 6.6 were a 741 and its CMRR 
had deteriorated to 70dB, the total output voltage would then be given by (6.21) as 

Vl +1)2 
Vo = ( V 2 -  Vl)Adm + ~ A c m  

2 
( l ) 1 + 1 ) 2 )  

l)o - -  Adm (l)2 -- Vl) + 2CMRR 
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This is the result for a practical differential amplifier. It shows that the common-mode 
voltage, which includes the undesirable interference signal, is reduced by the numer- 
ical value of CMRRmwhich, after converting from the logarithmic scale, is equal to 
CMRR = 1070/20 -- 3200. Thus at the input, the 2 V DC level is equivalent to a 
2V/3200 = 0.6 mV and the 3 V AC signal is equivalent to only 3V/3200 = 0.9 mV, 
which is smaller than the 1 and 2 mV EKG signals, but not by much. For example, 
using a 741 op amp with a CMRR of 80 dB would reduce the interference signals by 
an additional factor of 10, and a new 741 which is rated at 90 dB would reduce it by 
100, which for practical purposes leaves only the desirable EKG signal to be ampli- 
fied. Thus, at least for the data given in this example, an op amp with a 90 dB CMRR 
compares favorably with an ideal op amp for which CMRR is infinite, m 

There are situations where the signals are so weak that an amplifier with essentially 
infinite input impedance is needed. For such cases an improved version of the differ- 
ence amplifier, called an instrumentation amplifier, is used. Basically, such an am- 
plifier preamplifies each of the two signals before they reach the difference amplifier. 
The preamplifiers are noninverting op amps which are characterized by very high in- 
put impedances. As signal loading is avoided and CMRR is improved, instrumentation 
amplifiers also make superior EKG amplifiers. 

6.6 DIFFERENTIATING, INTEGRATING, AND 
LOGARITHMIC AMPLIFIERS 

Op amps can be used as accurate integrators and differentiators. Before proceeding, we 
should note that a capacitor or inductor l~ can perform integration and differentiation. 
For example, for a capacitor we have that v = -~ f i d t. The difficulty here is that 
we have two variables, the current i and voltage v. What is needed is a one-variable 
operation: if the input is current i, the output should be the integral or derivative of i. 
Nevertheless, by adding one more circuit element to a capacitor or inductor, we obtain a 
limited integrator or differentiator in the form of a low-pass filter (Fig. 2.6 or 1.25a) or 
high-pass filter (Fig. 2.7). Thus, if we consider a square wave of period T as the input to 
a low-pass filter, the output will be the integral of the input as long as the time constant 
RC of the filter is much larger than the period T. Under these conditions (RC >> T), 
we have a useful integrator for signals whose variations are much faster than the time 
constant of the filter. Similarly, the output will be the derivative of the input, if the time 
constant of a high-pass filter is RC << T. A square-wave input would then result in an 
output consisting of sharp up and down spikes corresponding to the leading and trailing 
edges of the square input pulses. 

Figure 6.9a shows an op amp integrator which is an inverting amplifier with the 
feedback resistor replaced by a capacitor C. As for the inverting amplifier, vd ~ 0, 
indicating that point P is at ground potential. Since P is a virtual ground, the voltage 

10Inductors are avoided in integrated circuits as they are bulky, heavy, and expensive in comparison to 
capacitors. 
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FIGURE 6.9 (a) An op amp integrator. (b) An op amp differentiator. 

1 across R1 is simply u 1 and the voltage across C is Vo -- c f i cd t .  Also, no current 
flows into the op amp, i ~ 0, which makes point P a current summing point. Therefore, 

i R1 = ic or 

l/  
Vo = R1C vl dt  (6.22) 

which states that the output voltage is the integral of the input voltage. Note that for the 
op amp integrator, there is no restriction on the input signal as there was for the low- 
pass filter integrator. Only the magnitudes of the output signal of the op amp integrator 
cannot exceed the power supply voltage for the op amp. 

EXAMPLE 6.6 In situations where several voltages have to be added and their sum 
integrated we would ordinarily use a summing amplifier followed by an integrating 
amplifier. Show that in such situations both operations can be performed by a single 
op amp. The circuit that can combine both operations in one is shown in Fig. 6.10. 
Current i is the sum of three currents flowing through resistors R1, R2, and R3, that 
is, i = il 4- i2 4- i3. Since point P is a summing point, current i continues as current 
through the capacitor, or ic. Point P is also a virtual ground which gives for the output 
voltage 

VO --- i f  l f i dt - , f (v, V2 V_ 33 ) C i c d t -  C - - ~  --~1+--R72+ dt 

R1C V l 4- v 2 -~2 + v 3 -~3 d t (6.22a) 

which is the desired result. For R 1 - -  R2 = R3 we have a simple addition of the voltages 
in the integrand. For different resistances we have a weighted addition and the output is 
the integral of a weighted sum. II 

A differentiator is obtained by interchanging the capacitor with the input resistor, 
as shown in Fig. 6.9b. Again equating the currents that flow through the resistor and 
capacitor, we obtain 

dvl  Vo 
C ~ - -  

dt R 
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FIGURE 6.10 A summer-integrator which adds voltages Vl, 02, v3 and integrates the sum. 

Solving for the output voltage, we obtain the desired result 

dv l  
Vo -- - R C 1  ~ (6.23) 

dt  

which states that output voltage is proportional to the derivative of the input voltage. The 
op amp differentiator is not as stable as the integrator. 11 It is seldom used in practice 
because it has problems with noise and instabilities at high frequencies. The tendency 
to oscillate with some signals can be decreased by placing a low-value resistor in series 
with C1, and by using the fastest op amp. 

Nonlinear input-output relationships can be produced by placing a nonlinear ele- 
ment in the feedback path of an op amp. A logari thmic ampli f ier gives an output voltage 
which is proportional to the logarithm of the input voltage. Such an amplifier can handle 
a wide range of input voltages (a logarithm compresses the scale of a variable) which 
would normally saturate a linear amplifier. Essential to the operation of the logarithmic 
amplifier is to have a device in the feedback loop with exponential characteristics. A 
diode or transistor has such characteristics. Figure 6.11 shows a grounded-base transis- 
tor for which we have, using (5.11), 

ic -- o~ Io e x p ( - e v o  / k T )  (6.24) 

where Vo is the emitter-to-base voltage. The collector current can be expressed in terms 
of the input voltage as ic = 1)i/R, recalling that P is a summing point and virtual 
ground. Taking the logarithm of (6.24), we obtain 

k T  Vi 
Vo - In ~ (6.25) 

e otloR 

which shows that the output voltage is the logarithm of the input voltage. 
If we were to place a diode or transistor in the input loop and a resistor R in the 

feedback loop, we would obtain an exponential or antilog amplifier. Now that we have 
a log and an antilog amplifier we can construct a multiplier,  that is, a circuit that can 

11 The differentiator (unlike the integrator which smoothes noise) magnifies noise spikes, because of the 
large slopes that are present in noise voltage systems. 
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F I G U R E  6.11 A logarithmic amplifier. 
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multiply two signals. If we sum the output of two logarithmic amplifiers and then pass 
the output of the combination through an antilog amplifier, the resulting signal will be 
proportional to the product of the two input signals. 

6.7 ACTIVE RC FILTERS 

Filters can be used to remove, emphasize, or deemphasize certain frequencies of a sig- 
nal. This property can be used to reshape a signal or to block noise which is concentrated 
in a specific band of frequencies. For example, the passive, low-pass filter of Fig. 2.6 
allows passage of DC and low frequencies, but attenuates the high frequencies. It is 
called passive, because the circuit includes only resistors, inductors, and capacitors. An 
active (contains sources or active elements in addition to R, L, and C), low-pass filter, 
on the other hand, can have the same frequency characteristics, but can also provide 
gain in the pass-band. Of course, we could tag on an amplifier to a passive filter to 
obtain gain, but it would require more circuit elements. 

An active, low-pass filter is shown in Fig. 6.12a. The filter elements are placed 
directly in the feedback loop of an inverting amplifier. We can express the closed- 
loop gain as a function of frequency by simply replacing in (6.3) the resistances by 
impedances, that is, 

R~ " , _  

A r  = Z F  __ _ I+joJCFRF (6.26) 
Z1 R1 

where ZF is the parallel combination of RF and CF, and Z1 - -  R1 .  Normally we are 
interested in plotting the frequency response of the filter, which is obtained by taking 
the absolute value of (6.26), 

R F  1 
Iarl = �9 (6.27) 

R1 V/1 + (ogCFRF) 2 

where the cutoff, comer, or half-power frequency is o90 = 1/RFCF. Note that o9o is 
the same as that for the previously considered, low-pass filters of (2.14) and (5.22). The 
above expression consists of two terms" one is simply the gain of the inverting amplifier 
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F I G U R E  6.12 (a) An op amp low-pass filter. (b) Frequency response of a low-pass filter which has a gain 
of 100 in the pass-band. 

RF/R1,  and the other is a low-pass filter function, the same as that for a passive filter 
as previously considered in Fig. 2.6. The advantages of an active filter are the ease with 
which the gain and the bandwidth can be varied by controlling R F / R  and the corner 
frequency o90 -- 1/RFCF. The frequency response of such a device for which the 
DC and low-frequency gain is R F / R  -- 100 and for which the low-pass bandwidth is 
determined by the half-power frequency 1/RFCF is plotted in Fig. 6.12b. 

EXAMPLE 6.7 Design a low-pass filter of the type shown in Fig. 6.12a with a closed- 
loop gain of 100 and a half-power frequency of 500 Hz. The input impedance of the 
device is to be 1 kf2. 

As the negative input terminal of an inverting amplifier is a virtual ground, the input 
impedance Zi -- R1 --- 1 k~.  The low-frequency gain, which is given by Ar - RF / R1, 
is specified to be 100. Therefore, RF -- ArR1 = 100- 1 kf2 = 100 kg2. The remaining 
circuit element which must be determined is the capacitance. Since the cutoff (half- 
power, comer) frequency is specified and is given by fo - ogo/2Jr = 1/27r RFCF, we 
can solve for CF = 1/27rfoRF -- 1/2rr �9 500. 100 -- 3.2 # E  The gain-frequency plot 
is given by Fig. 6.12b with angular half-power frequency o9o - 2rCfo = 6.28 �9 500 = 
3.14 krad/s, m 

An active high-pass filter is shown in Fig. 6.13a. The real gain is given again by 
(6.3) as 

ZF RF 
ar - -  = - ( 6 . 2 8 )  

Zl R1 + 1/jogCl 

+ R~ C~ o 
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F I G U R E  6.13 (a) An op amp high-pass filter. (b) Frequency response of a high-pass filter. 
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the absolute value of which is 

RF/R1 
IArl = (6.29) 

V/1 + (1/wR1C1) 2 

This expression is plotted in Fig. 6.13b and shows the typical frequency response of a 
high-pass filter with a half-power frequency Wo = 1/R1 C1 and a high-frequency gain 
of RE~R1. 

Combining the responses of a low-pass and high-pass filter, we can construct a band- 
pass filter. An active band-pass filter is an op amp with a parallel combination of RF 
and CF in the feedback loop (same as in Fig. 6.12a) and a series combination of R1 
and C1 in the input loop (same as in Fig. 6.13a). If we choose the cutoff frequency 
1/RFCF of the low-pass filter to be larger than the cutoff frequency 1/R1C1 of the 
high-pass filter, only a band of frequencies equal to the difference of cutoff frequencies 
will be passed. 

6.8 COMPARATORS AND ANALOG-TO-DIGITAL 
CONVERTERS 

6.8.1 Comparator 

An op amp by itself (open loop, no feedback) makes a very effective comparator, be- 
cause the gain A of an op amp is so high (~ 105). Since the output voltage Vo of an 
op amp cannot exceed the power supply voltage, 12 which, let us say, is -1-10 VDC, the 
output voltage will swing from + 10 V to - 1 0  V for an input voltage swing of only 
+0.1 mV to -0 .1  mV. Hence, a change of only a fraction of a millivolt at the input will 
give a large output voltage. 

Figure 6.14a shows how an op amp is used to compare the magnitude of two signals. 
Applying a reference signal to the inverting input and an unknown signal to the non- 
inverting input, the output of the op amp is zero only when the two signals are equal. 
When they are not equal, the output Vo is either saturated at the supply voltage of -t- 10 V 
when the unknown signal w is w > Vref, or Vo -- - 1 0  V when w < Vref. Figure 6.14b 
shows the transfer (input-output voltage) characteristics of an op amp when the refer- 
ence signal is a 5 V battery and the supply voltage is 4-10 V. It shows that even a fraction 
of a millivolt in the unknown signal above or below the 5 V reference signal will give a 
large indication of + 10 V or - 1 0  V in the output. 

When the reference voltage is chosen as  gref = 0 (equivalent to grounding the in- 
verting input), we have a zero-crossing comparator. A very small input voltage (fraction 
of a millivolt) will swing the output to 10 V and similarly a small negative voltage will 
swing the output to - 1 0  V. It is interesting to observe that the output of such a device 
is a square wave for practically any periodic input signal. For example, a sinusoidal 

12Typically an op amp needs two power supplies, a positive voltage supply VBB and a negative voltage 
supply -VBB.  If the op amp is to be operated from batteries, this can be a disadvantage as two separate 
batteries are needed as shown in Fig. 6.14a. 
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FIGURE 6.14 (a) A comparator is an op amp in the open-loop mode with Vo = A v d  - -  A(v? - Vref). 
Two power supplies are needed, which allows the output voltage Vo to swing between + VBB and -VBB. (b) 
The unknown input voltage-output voltage characteristics for a reference voltage of 5 V. 

input, starting at 0 V and increasing, will immediately saturate the output at 10 V. The 

output will stay saturated at 10 V until the input sinusoid goes negative, at which time 
the output saturates at - 1 0  V and stays saturated until the sinusoid goes again positive. 
This repeats, generating a square-wave output voltage. 

6 . 8 . 2  A / D  C o n v e r t e r  

There are many ways to convert an analog signal to a finite number of ones and zeros. 
Basically, the analog signal is sampled at evenly spaced, short-time intervals and the 
sampled values converted to binary numbers. A simple (nonsampling) a n a l o g - t o - d i g i t a l  

c o n v e r t e r  is shown in Fig. 6.15a which can convert a continuous signal to one of four 
values, that is, to a 2-bit number. The four resistors, R, constitute a voltage divider 

0 s 0 

~ Vref 
R 

"1"~3 02 '~1 
0 0 0 
0 0 5 
0 5 5 
5 5 5 

2-bit No. 

0 0 
0 1 
1 0 

1 1 

FIGURE 6.15 (a) A stack of three comparators can convert a continuous range of values of Vs to one of 
four values. (b) A table showing the coding of the outputs of v 1 - v 3 and a 2-bit number. 
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F I G U R E  6.16 A simple model for the suspension of an automobile. Mass m represents the car, k repre- 
sents the springs, and dashpot D the shock absorbers. 

across the reference voltage Vref and thus provide a fixed reference voltage for each 
comparator in the stack of three comparators. For example, the top comparator has a 
reference voltage of (3/4)Vref applied to the inverting input, the second (1/2)Vref, and 
the bottom one (1/4) Vref. If the analog input signal Vs < (1/4) Vref, the output of each 
comparator is 0 V. As Vs increases, first the bottom comparator saturates to the op amp 
power supply voltage VBB, then the middle one, and finally the top one. Depending on 
the input signal, we can have four different voltages at Vl, v2, and v3 which are shown 
in Fig. 6.15b as 0 V and 5 V (computers use 5V power supplies, i.e., VBB = 5 V). These 
four values can be interpreted by a code converter or decoder (not shown in Fig. 6.15a) 
as 00, 01, 10, and 11. For an 8-bit digital output, we would need a stack of 255 (28 - 1) 
comparators. 

6.9 THE ANALOG COMPUTER 

Now that we have op amp integrators, differentiators, and summers, we can use these to 
construct an analog computer, which can solve for us the differential equations that de- 
scribe the mechanical and electrical systems which we are designing for manufacturing 
and production. For example, a system that all of us are familiar with is the suspension 
system for an automobile, which in its elementary form is a weight mounted on top of 
a spring and shock absorber, which in turn are connected to a wheel that moves along a 
usually not-too-smooth of a road. Figure 6.16 shows such a model in which a mass m 
(the car) moves up and down along Ym and a wheel follows a sinusoidally rippled road 
yr(t) = Y sin cot which applies an up and down force to the spring k and shock absorber 
D. Summing forces on mass m 

m 
d2ym + D ( dym 
dt 2 ~ dt 

Ym+YO+ fk = 0 

dyr ) 
dt + k(ym - Yr) - 0 

(6.30) 

where the vertical motion of the mass is given by fm = ma = md2ym/dt  2, the force 
on the mass transmitted by the shock absorber is modeled by a dashpot fD = D d y / d t  



226 Chapter 6 Operational Amplifiers 

(D is a velocity damping constant), and the force on the mass transmitted by the spring 
is fk = ky, where k is a linear spring constant. Let us move all terms which represent 
forces exerted by the road on mass m to the fight side of the equation 

d2ym dym dyr 
m + D + kym - D + kyr (6.31) 

dt 2 - - ~  dt 

By modeling the road by yr(t) = Y sin cot, where Y is the height of the ripples in the 
road (road roughness), we can finally express the equation which determines the vertical 
motion of a car traveling along a tippled road, that is, 

d2ym + D dym 
m dt 2 - ~  + kym -- DcoY coscot + kY sincot (6.32) 

A solution for Ym could be used to design an optimum suspension system which would 
give the smoothest tide over a tippled or a washboard road. 

Analog computers were widely used to solve differential equations throughout the 
1960s until the digital computer largely replaced their use. However, for specialized 
applications such as suspension design or vibrational analysis, analog computers ac- 
curately mimic physical systems, can be easily changed for different parameters, and 
quickly give answers that are readily displayed on an oscilloscope. In this example, the 
vertical displacement Ym in the suspension system will be represented by a voltage in 
the electrical analog computer. 

The first step is to solve for the highest-order derivative of the above differential 
equation, or 

d2ym D dym k DCOY kY 
= Ym + ~ cos cot + ~ sin cot (6.33) 

dt 2 m dt m m m 

which is now in appropriate form for solution by double integration. We observe that 
the sum of the four terms on the fight represents dZym/dt 2. The next step is to arrange 
an integrating amplifier which is preceded by a summing amplifier with four inputs 
to add the fight-side terms, as shown in Fig. 6.17. In Example 6.6 it was shown that 
the summing and integrating operation can be combined such that only one op amp 
is needed (op amp 1 in Fig. 6.17). The output of the first integrator 13 is - d y m / d t ,  
which must be multiplied by D i m  (op amp 2) before it can be routed to the summer 
(after multiplication we need to change sign by - 1 ,  which op amp 3 does). Another 
integration by op amp 4 gives us Ym, which after multiplying by - k / m  is routed as the 
second input to the summer. The remaining two terms in (6.33) are road condition inputs 
to the summer as the third input (DcoY/m cos cot) and the fourth input ( kY /m  sin cot). 
These are external inputs and can be changed as necessary to simulate a variety of roads. 
The solution to the problem is Ym; it is the desired output which can be directed to a 
display device such as an oscilloscope. In an analog computer such as this, the various 
parameters relating to the suspension system can be varied and the new performance of 
the suspension readily evaluated. 

13In order to give the indicated integrator outputs, the RC constants must be chosen as unity according to 
the integrator equation (6.22). 
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F I G U R E  6.17 Analog computer solution to Eq. (6.30), which describes a suspension system for an auto- 
mobile. 

EXAMPLE 6.8 Design an efficient analog computer program for the solution of the 
familiar mass-spring-damper problem in mechanics as shown in Fig. 6.18a. The vibrat- 
ing mass mo is acted upon by an external, sinusoidal force f = F sin cot N (newtons). 
The solution is obtained when the displacement and velocity of mass mo is known. As- 
sume m o = 500 kg, the damping coefficient D = 2.5 �9 104 N .  s/m, and the spring 
constant k = 106 N/m. Specify all resistor and capacitor values in the op amp circuitry 
of the analog computer. 

The equation describing the motion of the vibrating mass mo is the same as that for 
the automobile suspension given by (6.31) except for the right side of (6.31), which is 
the external driving force and which in this example is given by f .  Therefore, summing 
forces on mass mo, we obtain in this case 

d2y  dy  
m o - ~  + D-d~ + ky  - - F  sin cot (6.34) 

Rearranging in a form suitable for analog simulation, we have 

d2y  - - 5 0  dy  - 2000y F 
dt  2 d t  mo 

sin cot 

where D / m o  -- 50 and k / m o  - 2000. Integrating once gives 

dt  500 
sincot + 2000y + 50~-~Yt ) d t  (6.35) 
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FIGURE 6.18 (a) Vibrating mass supported by spring k and damper D and acted upon by an external 
force f. (b) Analog computer simulation of vibrating mass. The extemal force input is f. 

In order to find the resistance values in the summer-integrator op amp, let us refer to 
Fig. 6.10 and compare (6.35) to (6.22a). If we identify R1C with unity (R1 = 106 f2 = 1 
Mr2, C = 10 -6 F = 1 #F) and identify Vl with F sin wt/500, v2 with y, and v3 with 
dy/dt, then R1/R2 = 2000 and R1/R3 = 50. The values of the remaining resistors 
are therefore R2 = 500 f2 and R3 = 20 kf2. A circuit diagram for the analog computer 
simulation is given in Fig. 6.18b. Note that this is a more efficient implementation 
than that outlined in Fig. 6.17, where for pedagogical 14 reasons we have shown the 
summer-integrator with four identical input resistors R. Using the same R's required 
two additional op amps (op amp 2 to change the scale and op amp 3 to invert). As 
(6.22a) shows, we can use the input resistors of a summer-integrator to change the scale 
of the inputs, which we have done in this example with the result that two op amps were 
eliminated. II 

6.10 S U M M A R Y  

An op amp is a high-gain, direct-coupled integrated circuit amplifier of about 20 tran- 
sistors on a tiny silicon chip. By itself, it is not particularly stable with a gain that varies 

14It might be even better to first show the summer-integrator as two separate op amps, one for summing 
and one for integrating, and only then proceed to the combined summer-integrator of Fig. 6.17 and finally to 
the most efficient implementation shown in Fig. 6.18b. 
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with frequency, dropping off to a negligible level at about a megahertz. However, apply- 
ing negative feedbackl5 to the op amp, we obtain a moderate-gain amplifier that is very 
stable and responds to frequencies much higher than a megahertz. Combining that with 
the characteristics of high input impedance and low output impedance, we almost have 
an ideal amplifier that is used by itself or as a building block in numerous applications 
in many diverse fields. In analog design, they have surpassed transistors as the basic 
building block. The versatility of this amazing chip allows it to be cascaded without 
loading problems, to be used as an oscillator, to be used as a differential amplifier that 
amplifies a difference signal but attenuates a common-mode (interfering) signal such as 
hum, and to be used widely in "operation" applications which we started to explore in 
this chapter (comparators, D/A converters, integrators, etc.). The op amp fundamentals 
learned in this chapter should be readily applicable to new situations encountered by 
designers in many engineering fields. Because designing with them is so simple, even 
casual users should be able to construct simple amplifiers and filters. 

�9 There are two rules that govern the design of op amp circuits. The first is that the 
two input terminals of an op amp in any circuit are at the same voltage, and the 
second is that no current flows into either of the two input terminals. These were 
elaborated on in Section 6.2, where the application of the two rules to the inverting 
amplifier showed that point P, for practical purposes, is at ground level--a virtual 
groundmand also that point P is a summing point--current flowing into the input 
resistor continues into the feedback resistor. A thorough understanding of these 
rules can expedite the design of op amp circuitry. 

�9 There are some physical limitations of op amps, some of which are obvious and 
others which are more subtle. An obvious one is the limit on the output voltage 
of an op amp which cannot be larger than the power supply voltage. 

The finite bandwidth is another limitation that can be overcome to some extent by 
applying negative feedback--the more feedback, the larger the bandwidth, but the gain 
is proportionately reduced. To quantify it, we introduce the gain-bandwidth product, 
which is constant for any given op amp circuit. Hence reducing gain increases band- 
width and vice versa. Initially op amps were limited to a gain-bandwidth product of 
1 MHz, which restricted their use to low-frequency applications, primarily audio. At 
present, since the gain-bandwidth product has been pushed to 500MHz, op amps are 
suited for video applications as well. 

Another limitation of op amps is the presence of a small voltage, called the input off- 
set voltage, which due to imbalances in the internal op amp circuitry is always present. 
Maximum values are quoted in manufacturers' data sheets. For the same reason, a small 
input bias current is present at the inverting and noninverting terminals of an op amp 
that is connected in a circuit. 

15Routing a portion of the output signal back to the input, such that it is 180 ~ out of phase with the input 
signal, is called negative feedback. It results in decreased gain but improved frequency characteristics, and 
reduces waveform distortion. In positive feedback, a portion of the output signal that is fed back is in phase 
with the input signal, usually leading to an unstable situation in which the circuit oscillates. 
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A further limitation is the slowed response of an op amp to a quickly changing input. 
If the input changes too quickly, there will be a delay in the output, given by the slew 

rate limit. Typically, the vertical part in an ideal step input will be reproduced slanted. 
A final limitation is the common-mode rejection ratio (CMRR) in differential am- 

plifiers, which are amplifiers that provide a high degree of discrimination against com- 
monmode (interfering) signals while amplifying a differential signal. CMRR is a ratio 
of differential gain to common-mode gain and was fully explored in this chapter. A 
popular, general-purpose and cheap op amp is the 741. Its specifications are Ri = 2 

Mg2, Ro = 75 f2, A = 2.105,  CMRR = 90 dB, and supply voltage = 4-15 V. 

Problems 

1. Explain why a high input resistance and a low output resistance are desirable 
characteristics of an amplifier. 

2. Calculate the gain of the inverting op amp given in Example 6.1 without initially 
assuming that Vd = 0. Use the resistance values specified in the example and 
compare the gain to the value of - 1 0 0  obtained by using the gain expression 
- R E ~ R 1 .  
Ans: Error = -0.02%. 

3. In the inverting amplifier of Fig. 6.1b, find the input impedance if R1 = 10 kS2 
and RF = 200 kS2. Assume the op amp is ideal. 

4. A particular microphone which produces an open-circuit voltage of 50 mV can be 
modeled by 50 mV source voltage (Os) in series with a 10 kf2 source resistance 
(Rs). If the microphone voltage needs to be amplified to a level of 5 V, design an 
inverting amplifier to accomplish it. 

5. For the microphone case described in Problem 4, design a noninverting amplifier. 
Ans: If R1 = 1 kf2, then RF = 99 kf2 in Fig. 6.2a. 

6. A mediocre op amp (see Fig. 6.1a) with A = 104, Ri -- 100 kg2, and Ro = 

0.5 kf2 is to be used as a unit gain buffer (Fig. 6.2a). By writing the circuit 
equations for Fig. 6.2a, show that Vo ~, vi and show that the input impedance 
Zi = (1 + A) Ri . Give numerical values. 

7. Repeat the calculations in Example 6.2 when the input device is a microphone 
with Vs = 10 mV (rms) and source impedance Rs = 50 k~.  Draw a conclusion 
regarding the effectiveness of a buffer. 

8. An op amp such as the 741 is used in an inverting amplifier (Fig. 6.1b). If the 
input impedance to the inverting amplifier is to be 2 kf2, design the amplifier for 
a gain o f - 5 0 ,  that is, find R1 and RF. 
Ans: RF = 100 kf2, R1 = 2 kf2. 

9. An inverting amplifier of the type shown in Fig. 6.1b uses a 741 op amp that is 
powered by a 4-15 V supply. If the input current i l is not to exceed 4-20/zA, 
design the circuit for a gain o f -  100, that is, find R1 and RF. Assume that Vo,max 

is limited by the 4-15 V power supply voltage. 
10. Two voltages Vl and v2 are to be added by a summing amplifier to give an output 

that is Vo = -Vl - 5v2. Design a summer of the type shown in Fig. 6.4a. Use 
RF = 10kf2. 
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11. 
Ans: R1 -- 10 kf2, R2 = 2 kf2. 

o 
Oo Fig. 6.19 

_"7- 

Find the gain Ar -- Vo/Vl of the op amp amplifier circuit shown. What operation 
does it perform? 

12. Repeat Problem 10 but change the desired output voltage to Vo = - v l  + v2. 

13. A voltage-to-current converter converts a voltage signal to a proportional output 
current. Show that for the circuit in Fig. 6.20 we have iL -- Vs/R1. As the circuit 
is basically a noninverting amplifier (Fig. 6.2a), the load current is independent of 
the source impedance Rs and load impedance RE. Hence, the amplifier requires 
very little current from the signal source due to the very large input resistance of 
a noninverting amplifier. 

~ 

Rs i L R L 

Fig. 6.20 

s R 1 

O 
14. A current-to-voltage converter converts an input current to a proportional output 

voltage. Show that for the circuit in Fig. 6.21 we have Vo = - - i sRF.  Note that 
due to the virtual ground at the inverting amplifier input, the current in Rs is zero 
and it flows through the feedback resistor RE. 

P~ 

Rs Oo Fig. 6.21 
is 

15. 
100kf2 

~+ Oo 

T 2 
_'2" 

Fig. 6.22 
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A reverse-biased photodiode in the circuit of Fig. 6.22 generates 0.4 #A of current 
(id) per 1 ~W of light power falling on it. Find the voltage Vo that a voltmeter 
would read when the diode is illuminated with radiant power of 50 #W. 

16. Two differential amplifiers, differing only in their CMRRs, are available. If the 
inputs are Vl -- 1 mV and v2 = 0.9 mV, calculate the output voltages for the two 
amplifiers and show the effect that a higher CMRR has. 

(a) Differential-mode gain 2000, common-mode gain 100 
(b) Differential-mode gain 2000, common-mode gain 104 

Ans: (a) 219 mV with 9.5% error; (b) 200.2 mV with 0.1% error. 

17. A 1 #V signal is to be amplified in a differential amplifier for which the CMRR 
is specified as 100 dB. Find how large the magnitude of an interfering signal can 
be before its output magnitude is equal to that of the desired signal. 

18. Find the magnitude of the common-mode output signal of an op amp for which 
the CMRR = 80 dB, Ad = 104, and an interfering common-mode signal of 2 V 
exists. 
Ans: Vo,cm -- 2 V. 

19. In the op amp circuit of Fig. 6.9, if capacitor C is replaced by an inductor L, what 
operation would the circuit perform? 

20. Show that the output voltage Vo of a circuit in which R and the transistor in 
Fig. 6.11 are interchanged is that of an exponential or antilog (inverse log) ampli- 
fier. 
Ans: Vo = ~ R l o  e x p ( - e v i / k T ) ;  the orientation of the npn transistor is such that 
the input is at the emitter of the transistor. 

21. An op amp low-pass filter is to have a cutoff frequency of 100 Hz and a gain of 
magnitude 50. Determine the remaining parameters if the capacitor is specified 
a s C =  I # E  

22. An op amp low-pass filter (Fig. 6.12a) has R1 -- 2 k~2, R F -- 22 k~,  and 
CF = 0.1 # E  Determine the corner frequency and the DC gain. 
Ans: 72.3 Hz, - 11. 

23. Find the unity-gain bandwidth for the low-pass filter of Problem 22; that is, find 
the frequency at which the gain has dropped to unity. 

24. Design a high-pass op amp filter with a high-frequency gain o f -  100 and a cutoff 
frequency of 1 kHz. Resistors with values of 1 k~2, 10 k~2, and 100 k~  are 
available. Determine the capacitance and resistance values of the filter. 

25. A 741 op amp for which A - 2.105 has a supply voltage of -l- 15 V. If it is used as 
a comparator (Fig. 6.14a with Vref - -  5 V ) ,  determine the change in w which will 
drive the output voltage from negative saturation ( -15  V) to positive saturation. 
Ans: 4.99985 V to 5.00015 V. 

26. Repeat Problem 25, except for a zero reference voltage. 
27. Design a comparator circuit to set off an alarm when the temperature in a boiler 

reaches 160~ You have available a temperature-to-voltage transducer which 
generates a voltage of 5 V at 160~ and an alarm which activates at - 1 5  V and 
is off for larger voltages. Sketch the transfer characteristics. 

28. A zero-crossing op amp comparator is powered by two batteries, one with VBB = 
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15 V and the other with VBB -" --15 V, as shown in Fig. 6.14a. Such an arrange- 
ment has an output voltage Vo which is 4-15 V when w > 0 and - 1 5  V when 
w < 0. If the input voltage is given by w = 0.01 sin cot V, sketch the output 
voltage. 

29. Design an analog computer to determine the current i (t) for t > 0 in the series 
RE circuit shown in Fig. 1.26a. The switch is turned on at t = 0 and connects a 
battery V to RL.  The resulting current is determined by d i / d t  = V / L  - R i / L .  

30. A typical solution for Problem 6-29 involves more than one op amp. It is possible, 
by combining addition and integration in one op amp (see Fig. 6.10), to design an 
efficient, single-op-amp solution to Problem 29. Show the circuit. 

31. Determine the differential equation whose analog is shown in Fig. 6.23. 

VB R2 ~ -- 

1 

R l 
m 

0 R1CI=I 

d2x 32. Design an analog computer to solve ~ 4- 3x = cos cot. 
Ans: 

cos(ot o 'V~ �9 
R l 

R l 

d2x --dx 
/ d t  2 ] C __. / d t  

Fig. 6.23 

, I o x  

3R ~ RIC=I 

----NO 

-3x-,\ ..... ~ ~r Fig. 6.24 

33. Design an analog computer to solve for the current i(t) in the series RLC circuit 
of Fig. 2.2a. The current is the solution to (2.3), which can be restated here as 

di( t )  d2i(t)  i(t)  dv( t )  = R + L 4- 
dt tit dt  2 C 



CHAPTER 7 

Digital Electronics 

7.1 INTRODUCTION 

7.1.1 Why Digital? 

The best answers to "why digital?" are the existence of digital computers and immunity 
to noise in digital transmission of information. Computers continue to be important 
as digital processors but computers are also increasingly important as new sources of 
digital information, such as in publishing and entertainment media. 

Transmission of information in analog form (AM and FM, for example), which is still 
widely used, degrades the signal irreversibly. This is easily understood since an analog 
signal such as speech includes many small variations in amplitude which are easily 
corrupted by noise. An example of this would be the degradation of your favorite radio 
station signal when driving away from the station in an automobile. As you continue 
driving, a time will come when the signal becomes so noisy that a new station must be 
selected. If, on the other hand, this signal were coded in digital form (PCM, or pulse 
code modulation), your digital receiver would receive a sequence of 0 and 1 signals. 
The two levels of the signal are separated by a sufficiently large voltage that the small 
noise voltages that are received by the antenna and are added to the 0 and 1 signals do 
not degrade reception--in other words, your receiver is able to identify the 0 and l 's 
in the presence of noise. You might correctly point out that eventually even the 0 and 
1 signals will be corrupted by noise when sufficiently far from the source. A peculiar 
thing happens with digital equipment at that point--the reception, even though perfect 
a second ago, will suddenly cease. Digital equipment will suddenly stop working when 
the digital signal is on the order of the noise signal, whereas analog equipment will 
continue amplifying the combined noise and signal even though the result is mostly 
noise. In that sense both transmissions become useless. However, a digital transmission 
can be perfectly restored to its original form at some distance from the station at which 
the 0 and l 's are not so contaminated by noise that they cannot be recognized as 0 and 
l's. Therefore, it should be possible, using repeated restoration, to send a digital signal 

235 



236 Chapter 7 Digital Electronics 

o 
s 

t 

On[~A..A ....... A AA.~A 
lvr,v .... ~,,vvv-.vl t 

0 

~+~ 
s n 

~..~. 

F I G U R E  7.1 (a) An analog signal is permanently altered when noise is added. In a digital signal to which 
noise is added, the separation in voltage between the 0 and 1 's is sufficiently large that the original 0 and l ' s  
are still recognizable. (b) A digital receiver simply makes a decision to recognize the corrupted pulses as the 
original 0 and l 's. 

over long distances without distortion. An analogous situation occurs when copying 
information in digital form, such as digitally encoded music. It is possible to make 
repeated copies without loss of fidelity, a feat not possible with analog recordings such 
as tapes or vinyl records for which the fidelity is reduced in the copy. 

Summarizing, digital signals can be transmitted perfectly, copied perfectly, and 
stored perfectly because only a 0 or 1 decision must be made correctly for digital sig- 
nals, as opposed to analog where it is necessary to exactly reproduce a complex wave- 
shape in which the small variations in the signal are easily distorted by the presence of 
noise. Figure 7.1 shows the differences between analog and digital signals when noise 
is added. 

7.1.2 Digital  S ignals  in an A n a l o g  World  

Even though we live in an analog world in which physical systems are characterized 
by continuously varying signals, the advantages of digital signals which are immune to 
noise and can be processed by the digital computer and by digital hardware that typically 
is small, low cost, and high speed are so great that the trend in laboratories and industry 
is irreversibly toward complete digitization in instruments and consumer products. For 
the same reasons telecommunications, including long-distance telephone, HDTV, and 
cable, throughout the world are moving to a common digital network. Because an ana- 
log signal becomes contaminated by noise that cannot be removed, changing the analog 
signal to a digital one will allow transmission of the original analog signal without 
degradation by noise. 



Section 7.2 Digital Signal Representation 237 

Digital electronics provides for us the hardware that takes us into the digital world 
and back. We start with digitization of analog signals which are produced by micro- 
phones, cameras, sensors, etc., usually referred to as analog-digital (A/D) converters, 
which includes sampling of the analog signal at periodic intervals and storage of the 
sampled data. The digitized data can now be processed, routed, compressed, and multi- 
plexed. Time-division multiplexing, which interleaves the digital signal with 0 and l 's 
from other messages, leads to efficient and economical use of a transmission medium 
such as cable, wireless, and optical fibers. Digital processing is powerful because it uses 
the digital computer, and it is flexible because a computer can be reprogrammed. None 
of this is available in analog processing which uses expensive and inflexible equip- 
ment that is dedicated to perform only the function for which it was built (cannot be 
reprogrammed). A digital signal, after the desired processing and transmission, can be 
converted to analog form. This is accomplished by digital-analog (D/A) converters. 

7 .2  D I G I T A L  S I G N A L  R E P R E S E N T A T I O N  

We have described a digital signal in terms of 0 and l's, suggesting voltage pulses of 
0 V and 1 V propagate down a cable or in free space as wireless signals. Such an 
interpretation is not wrong but is very restrictive since any difference in voltage can 
represent two states, for example, 10 V and 0 V or 3 V and 2 V, as long as the voltage 
difference is clearly larger than any noise voltage that is presentwin other words, the 
noise should not be able to change the high voltage to a low voltage and vice versa. 
Figure 7.2a shows a common range of voltages in a digital computer that are identified 
with 0 and 1 's. Figure 7.2b shows a simple switching arrangement to generate 0 and l's: 
with the switch open the output Vo is high at 5 V, which is identified with a 1, whereas 
closing the switch results in a zero. 

In general, we associate a HIGH voltage with 1 and a LOW voltage with 0. We can 
now speak of a binary signal which is just like a binary number and is used as such 

"1" 

"0" { 

b 

5V t 5VR 

2.5V 
Forbidden range, 
these voltages occur 
during transition only 

0.7V 
m 

0V 

F I G U R E  7.2 (a) Two distinct voltage ranges, separated by a forbidden range, can be identified with the 
two states of digital logic which is operated from a 5 V power supply. (b) Closing and opening the switch will 
generate a digital signal like that shown at the top of Fig. 7.1 b. 
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when performing binary arithmetic computation. For convenience, we associate binary 
words with binary numbers. The shortest binary word consists of a single symbol, or 
bit, 1 which can express two words: the word LOW or 0 and the word HIGH or 1. If we 

have two signal lines, each transmitting 0 and l 's, we can create a longer word (a 2-bit 
word) which makes four words possible: 00, 01, 10, and 11. Similarly, eight binary 
lines can be used to express 28 = 256 different words; each such word is called a byte. 
In general, the number of binary words that can be created with k lines is given by 2 k. 
Thus, whenever distances between components are short, such as inside a computer, 
parallel transmission is used: an n-bit word is transferred on n wires (called a bus), one 
wire for each bit. On the other hand, when distances are long, as, for example, in the 

use of telephone lines to connect modems to servers, serial transmission of data is used: 
successive bits of a word are transferred one after the other over a single wire and are 
collected and recombined into words at the receiving end. Parallel transmission is faster 
but it is too expensive to run multiwire lines over long distances. 

It is also possible to use digital signals for purposes other than computation. We can 
use the 0 and l ' s  to represent the FALSE (also called LOW or OFF) and TRUE (also 
called HIGH or ON) of Boolean logic. The processing of digital signals in computers 
or in digital hardware is done by logic circuits which are described by the simple but 
powerful rules of Boolean algebra. The simplest logic circuits are called gates and 
perform the elementary operations of AND, OR, and NOT. Logic gates can have two or 
more inputs but only one output. Output signals in logic circuits switch between high 
and low as the information being represented changes. We will refer to these signals as 

logic variables and represent them by capital letters. 

7.2.1 Combinatorial and Sequential Logic 

In digital electronics digital outputs are generated from digital inputs. If the output of 
the logic circuit depends only on the present input values, we refer to the system as 

not having memory. Systems without memory are also known as combinatorial logic 
circuits because they combine inputs to produce the output. Combinatorial circuits can 

be constructed with gates alone. If, on the other hand, the output of the logic circuit 
depends on present as well as past input values, we then refer to such a circuit as having 

memory, because such circuits remember past input values. Systems with memory 
are also known as sequential logic circuits. Such circuits are more complicated and 
require some form of memory (flip-flops) and the presence of a clock signal to regulate 
the response of the circuit to new inputs, ensuring that the necessary operations occur 

1 One should not assume that only analog signals represent real-life situations. There are many circum- 
stances when a digital signal is appropriate. For example, situations such as whether a switch is on or off, 
whether a signal such as a radio station cartier is present or absent, park or drive, win or loose, to go or not to 
go, etc., can be represented by a 1-bit signal, i.e., a 1-bit word. More complex situations can be represented 
by more complex words: a description of the outcomes of tossing two coins requires a 2-bit word (00, 01, 10, 
11). 
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in proper sequencemhence the name sequential logic circuit. We will first consider 
combinatorial circuits and then proceed to sequential ones. 

7.3 C O M B I N A T O R I A L  L O G I C  

Basic to digital electronics are switching gates. They control the flow of information 
which is in the form of pulses (0 and l 's). If we list all possible combinations of inputs 

to a gate and the corresponding outputs we obtain what is called a truth table. We will 
now use truth tables to show how memoryless combinatorial tasks are performed by 
AND, OR, and NOT gates. 

7.3.1 The AND Gate 

The logic of an AND gate can be demonstrated by a battery, two switches (denoted by 
A and B) in series, and a light bulb, as shown in Fig. 7.3a. The bulb lights only if 
both switches are on; for any other state of switches the bulb is off. Using 0 and l ' s  
to represent off and on of the switches, we construct a truth table in Fig. 7.3b. The "A 
AND B" operation is denoted by A .  B or simply by AB. 

A simple AND gate consisting of a 5 V source and two diodes is shown in Fig. 7.3c 
(the resistor is only there to limit current). The input signals at A or B are either 5 V or 
0 V signals; we say the input is HIGH or 1 when it is at 5 V (with respect to ground) and 

the input is LOW or 0 when it is at 0 V (such a NO input can be simply mimicked by 

a b 

k,~ "1" on T / 

A B A-B 
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FIGURE 7.3 (a) A two-switch AND gate. (b) Truth table for an AND gate. (c) A two-input diode AND 
gate. (d) Typical voltage pulses at the input and output of an AND gate. (e) Logic symbol for an AND gate. 
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shorting the input terminal to ground). Unless both inputs are HIGH, one of the diodes 
will conduct, strapping the output to LOW (the LOW will not be 0 V but 0.7 V, which 
is the forward-bias voltage of the conducting diode). Examples of input and output 
voltages are given in Fig. 7.3d, showing that the output is HIGH only when both inputs 
are H I G H .  The logic symbol for an AND gate is shown in Fig. 7.3e. AND gates can have 
more than two inputs, which all must be H I G H  for the output to be H I G H .  2 

7.3.2 The OR Gate 

The logic of an OR gate can be demonstrated by a battery, two switches in parallel, and 
a bulb, as shown in Fig. 7.4a. The bulb lights if either switch is on. Using 0 and l ' s  to 
represent off and on of the switches, we construct a truth table in Fig. 7.4b. The "A OR 
B" operation is denoted by A + B; that is, the Boolean symbol for OR is +. 

A simple OR gate is shown in Fig. 7.4c. The input signals at A or B are either 5 V or 
0 V signals. Unless both inputs are LOW, one of the diodes will conduct, transferring 
the 5 V of the input to the output, thereby making it H I G H .  Examples of input pulses are 
given in Fig. 7.4d, which show that the output will be niGH if any one input is nIGH. 
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F I G U R E  7.4 (a) A two-switch OR gate. (b) Truth table for an OR gate. (c) A two-input diode OR gate. 
(d) Typical OR gate voltage pulses. (e) Logic symbol for an OR gate. 

2An example of the use of the AND operation is when a word processing or a drawing program must find 
an exact match, like selecting all red in an image. The computer compares the binary digits for each color 
in an image against the digits that denote red. If the digits match, the result of the AND operation is a 1 (or 
TRUE), which means the color matches red and is selected. If there is the slightest mismatch, the result is 0 
(or FALSE), and the color is not selected, since it is not red. 
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FIGURE 7.5 (a) Truth table for a NOT gate. (b) Input-output pulses for a NOT gate. (c) Symbol for a 
NOT gate (in general, a bubble placed on any terminal of a gate symbol denotes negation). 

The logic symbol for an OR gate is given in Fig. 7.4e. Again, more than two inputs are 
possible, and if any one is H I G H  the gate will give a H I G H  output. 3 

7.3.3 T h e  N O T  G a t e  

A NOT gate performs an inversion: the output is the complement  of the input, denoted 
by a bar over the symbol for the logic variable. Thus, if A is the input, the output is ,~ 
(read as "NOT A"). If A is 0, ,~ is 1, and vice versa. If A means the switch is open, ,~ 
means the switch is closed. 4 The truth table, response to input pulses, and the symbol 
for a NOT gate, which is a one-input device, are shown in Fig. 7.5a, b, and c. 

Digital electronics is at its most powerful with sequential logic circuits, but even 
combinations of the simple AND, OR, and NOT gates (combinatorial logic) will already 
yield useful devices as the next example demonstrates. 

EXAMPLE 7.1 A popular switching circuit found in many two-story houses is one 
that controls a light by two switches located on separate floors. Such a circuit, shown in 
Fig. 7.6a, implements the logic F is H I G H  when A AND B OR NOT A AND NOT B (the 
light is on when the switches are in positions A and B or in positions A and/3) .  These 
switches are known as SPDT (single pole, double throw) switches and are somewhat 
more complicated than ordinary on-of f  switches which are SPST (single pole, single 
throw) switches. 

Figure 7.6b shows a logic gate implementation of the function F = AB + AB. Two 
AND gates, one of which is preceded by NOT gates, feed into an OR gate to give the 
output F. It is basically an equality comparator: the output is H I G H  when the inputs are 
equal. I I  

3Like the AND operation, the OR operation also combines two or more numbers bit by bit. But it outputs 
1 if any bit is 1 (or both are). It outputs 0 only if all bits are 0. The OR operation is used, for example, 
when searching for text. By using OR operations, the (word) processor can be told that whether the letters are 
uppercase or lowercase, the text still matches the search string. 

4An example of the NOT operation is what the (word) processor does when you choose a menu item and 
the normally black-on-white text becomes white-on-black. 
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F I G U R E  7.6 (a) The circuit for controlling a light by two switches. (b) A logic gate circuit which mimics 
the two-switch system. (c) The truth table. 

The NOT operation is elegantly implemented by the simple transistor switch shown 
in Fig. 7.7a. For a zero-voltage input (0), the input junction of the transistor is not 
forward-biased, the transistor does not conduct, and the output floats to 5 V, i.e., to 
HIGH (1). We say the switch is open. If the input receives a 5 V pulse (a HIGH or 1), 

the transistor becomes forward-biased, conducts, and straps the output voltage to almost 
zero volts (a LOW or 0). We say the switch is closed. 

Let us point out a subtle difference in use of a transistor in digital and in analog 
electronics. The digital nature of a transistor switch is highlighted by the output char- 
acteristics with the load line drawn in Fig. 7.7b. For a pulsating input (like the square 
wave in Fig. 7.1b), the output voltage flips between two states on the load line. The 
output voltage is HIGH when the transistor is near cutoff, the switch is open, and we 
label it as a 1. The other state has the transistor in saturation, the output voltage is ap- 
proximately 0.3 V, and we have a 0. Hence, in digital electronics a transistor has only 
two stable points on the load line, whereas in analog electronics, where the input signals 
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F I G U R E  7.7 (a) A transistor switch. (b) The two points on the load line corresponding to the on-off 
states of a transistor switch are shown�9 
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F I G U R E  7.8 Symbols and truth tables for NAND and NOR gates. 

are continuous like those in Fig. 7.1a, a transistor operates continuously over the entire 
load line. 

7.3.4 NAND and NOR Gates 

The N O T  function can be combined with an AND and an OR gate to form NAND and 
NOR gates. These are more important than A N D  and OR gates because in practice most 
logic circuits employ these gates. Their symbols are an AND and a OR gate followed by 
a bubble. The symbols and truth tables are given in Fig. 7.8. 

It is important to know that any logic function can be realized with either AND and 
NOT gates, or with OR and NOT gates. This has implications in the manufacture of 
integrated circuits which can contain thousands of gates. It is easier to make such chips 
using only one type of gate and use combinations of this gate to perform logic functions 
of other gates. As a NAND gate is an AND gate followed by a NOT gate and a NOR gate 
is an OR gate followed by a NOT gate, we conclude (with the help of DeMorgan's the- 
orems) that NAND gates or NOR gates alone are sufficient to realize any combinatorial 
logic function. Therefore, either type, a NAND or a NOR gate, can be used as a building 
block for any digital system. 

EXAMPLE 7.2 Show that NAND gates alone can realize the AND,  O R ,  and NOT func- 
tion. 

The solution is shown in Fig. 7.9. m 

a b c 

F I G U R E  7.9 (a) Connection of two NAND gates to act as an AND gate. (b) Connection of three NAND 
gates to act as an OR gate (see DeMorgan's theorems (7.4)). (c) Connection of a single NAND gate to act as a 
NOT gate. 
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7.3.5 Boolean Algebra 

Boolean algebra is a digital algebra for manipulation of logic expressions. It provides 
rules to simplify complicated expressions and solve for unknowns. For the logic values 
0 and 1, the rules are as follows: 

0 . 0 = 0  0 + 0 = 0  
0 . 1 = 0  0 + 1 = 1  
1 . 0 = 0  1 + 0 = 1  
1 . 1 = 1  1 + 1 = 1  

6 = 1  

1 = 0  

(7.1) 

Even though these equations appear like ordinary algebra (except for the statement 
1 + 1 - 1), they are not. The AND operation denoted by �9 is not multiplication, and the 
OR operation denoted by + is not addition. 

For one logic variable, the rules are 

A . 0 = 0  
A - I = A  
A - A  = A  
A.A, = 0  

For more than one variable, the rules are 

Commutative rules 

A . B = B . A  
A + B = B + A  

Distributive rules 

A.  (B + C) = A.  B + A.  C 
A + (B. C) = (A + B).  (A + C) 

A + 0 = A  
A + I = I  
A + A = A  
A + A = I  

A - A (7.2) 

Associative rules 

(A. B) .  C = A.  (B. C) 
( A + B ) + C  = A + ( B + C )  

Absorption rules 

A - ( A  + B) - A 
A + (A. B) - A 

(7.3) 

The commutative and associative rules are like those of ordinary algebra. Unlike in 
algebra though, distribution in multiplication is also allowed. Both absorption rules are 
new and are useful in eliminating redundant terms in lengthy logic expressions. 

In addition to the above rules, we have two theorems, known as DeMorgan's theo- 
rems, which are highly useful in simplifying logic expressions which in turn can lead to 
simpler electronic circuitry. They are 

A . B  = A + 1 3  (7.4) 

A + B  = A.I~ 

These theorems are easily remembered by observing that the inverse of any logic func- 
tion is obtained by inverting all variables and replacing all AND's by OR's and all OR's 
by AND's in the logic function. 

EXAMPLE 7.3 One way of proving a Boolean algebra expression is to construct a 
truth table that lists all possible combinations of the logic variables and show that both 
sides of the expression give the same results. 
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Prove DeMorgan's theorems by constructing truth tables for the expressions in (7.4). 
The truth table for the first expression in (7.4) is obtained as follows: Entering first 

all possible combinations for A and B in the first two columns (equivalent to counting 
0 to 3 in binary), we proceed to construct the entries in the remaining columns. 

A . B  A + B  
1 1 
1 1 
1 1 
0 0 

(7.5) 

We see that the entries in the last two columns are the same, and hence we conclude that 
(7.4) is correct. In terms of logic gates, this theorem states that a two-input AND gate 
followed by a NOT gate (i.e., a two-input NAND gate) is equivalent to a two-input OR 
gate, provided the two inputs first pass through NOT gates. 

The truth table for the second expression in (7.4) is as follows 

A A + B  .g. �9 13 

0 1 1 
0 0 0 
1 0 0 
1 0 0 

(7.6) 

Again the entries in the last two columns are the same, implying the correctness of (7.4). 
In terms of logic gates, this theorem states that a two-input OR gate followed by a NOT 

gate (i.e.. a two-input NOR gate) is equivalent to a two-input AND gate, provided the 
two inputs first pass through NOT gates. II 

We have postulated that a logic variable can have only two values: true (T) or false 
(F), or 1 or 0. As a relation between two or more logic variables can be represented by 
a logic equation or a truth table, we will now give more examples designed to make the 
student quickly familiar with the interrelationship of logic equations, truth tables, and 
logic circuits. We will show that given a truth table, the corresponding logic function can 
be constructed and vice versa. We will show that given a logic circuit, the corresponding 
logic function can be determined and vice versa. 

EXAMPLE 7.4 Simplify F = A(B + C) + ABC using Boolean rules. 
Factoring out A and simplifying, we obtain 

= A(B + C + BC) 
_ 

= A ( B + C + B + C )  

= A ((B + I~) + (C + (~)) 

= A(1 + 1) = A II 
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EXAMPLE 7.5 Find the logic function F which the given truth table represents. 

A B 
0 0 
0 0 
0 1 
0 1 
1 0 
1 0 
1 1 
1 1 

C F 
0 1 
1 1 
0 0 
1 1 
0 0 
1 1 
0 1 
1 1 

Using the six "1" entries in the column for F, we can state F as 

F = ABC + AI3C + ABC + AI3C + AB(~ + ABC 

The next step would be to try to simplify this expression. However, because there are 
only two entries for F (i.e., two "0" entries for F), it is simpler in this case to write the 
complement of F as follows: 

~" = A,B(~ + AI31~ 

This expression can be simplified by applying DeMorgan's theorems. Thus, taking the 
complement of both sides and applying (7.4), we obtain 

n 
F = AB + AB + C 

EXAMPLE 7.6 Determine a truth table for the logic relation F = (,i,B + AI3) AB. 
Entering first all possible combinations for A and B in the first two columns, we 

proceed to construct entries for the remaining columns. 

A ~=B + A I 3 0  B 
0 0 
0 1 0 
1 1 0 
1 0 1 

This is an interesting logic function as the F column indicates. All entries in that col- 
umn are zeros, implying that no matter what values A and B assume, the output is 
always LOW. Hence, in an actual logic circuit, the output denoting F would be simply 
grounded. As an additional exercise, the student should verify this result directly from 
the logic function F. Hint: use Boolean rules to reduce the logic function to F - 0. n 

EXAMPLE 7.7 For the logic circuit shown in Fig. 7.10, determine F in terms of A 
and B. Simplify the resulting expression so it has the fewest terms. Then check the 
simplified expression with the original by constructing a truth table. 
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mo 

B-- 

--F 

FIGURE 7.10 A logic circuit which is equivalent to the simpler NAND gate. 

The output F is obtained by first stating the outputs of the gates that feed into the OR 
gate, noting that the bubbles on the gates always denote negation. The output of the OR 
gate is then 

F = A.  B + AB + Al~ + 1] 

Simplifying, using Boolean rules, 

= A, + I~ + AB + AI~ + 13 

= A(1 4- B) 4- 1~(1 + A) 

= ~+B 
= A . B  

Next we construct a truth table 

0 1 1 0 1 
1 1 0 1 1 
1 0 0 0 0 

The entries in the last two columns check and we conclude that the simplification of F 
is correct. II 

EXAMPLE 7.8 Design a logic circuit that will implement the function F = AI]C + 
ABC + A .  B. 

First let us see if we can simplify F. After applying DeMorgan's theorems to the 
last term of F we can factor out B and obtain F = B 4- ABC 4- A. The circuit which 
implements this function must include a triple-input OR gate, a triple-input A N D  gate, 
and two N O T  gates. The schematic is shown in Fig. 7.11. II 
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A .  
B: ( 
C: 

_ 

E>o 

FIGURE 7.11 A logic circuit for F. 

--F L ~  

7.4 COMBINATORIAL LOGIC CIRCUITS 

7.4.1 Adder  Circuits 

An important ,  practical  example  of  combinator ia l  logic, that is, logic that does not  have 

memory ,  is adder  logic. The addit ion of  binary numbers  is basic to numer ica l  com- 

putation. Mult ip l ica t ion and division is accompl i shed  s imply  by repeated  addit ion and 

subtraction. Of  course,  the power  of  computers  is that these rather  mundane  operat ions  

can be pe r fo rmed  at l ightning speeds. Binary  addit ion is pe r fo rmed  by logic gates and 

is s imilar  to convent ional  addit ion with decimal  n u m b e r s :  It is a two-step process  in 

which the digits in each co lumn are added first and any carry digits are added to the 

co lumn immedia te ly  to the left (the co lumn represent ing the next h igher  power  of  two). 

7.4.2 The Hal f -Adder  

Figure  7.12a shows the addit ion of  two binary numbers ,  resul t ing in the sum 10101. 

The  addit ion is s traightforward,  except  for the co lumn in which A = 1 and B = 1, 

which produces  a sum of  0 and a carry of  1 in the co lumn to the left. A circuit  that 

can produce  a sum and a carry has the truth table shown in Fig. 7.12b and is cal led a 

half-adder (in compar ison,  a full adder  can also handle  an input carry). The  truth table 

shows that the sum S of  two bits is 1 if A is 0 AND B is 1, OR if A is 1 AND B is 0, 

5In principle, there is no difference between the binary and the decimal number systems. The decimal 
system is based on the number of fingers we possessmnot surprisingly, it is not suited for digital devices 
such as computers. The binary system, on the other hand, is a natural for digital devices, which are based on 
switching transistors which have two states, off and on, which can be used to represent two numbers, 0 and 1. 
Similar to the decimal system which has 10 numbers, 0 to 9, the binary system has two, 0 and 1. The binary 
number 11011, for example, is a shorthand notation for the increasing powers of two. That is, 

11011 = (1 �9 24 ) + (1 �9 23 ) + (0.22 ) + (1 �9 21 ) + (1.20 ) 

= 1 6 + 8 + 0 + 2 +  1 

= 27 

The binary number 11011 represents the same quantity as the decimal number 27 = 2.101 + 7.100 = 20+ 7. 
However, the binary number can be operated on by a digital device such as a computer. Binary numbers in a 
computer are represented by voltage signals which have waveforms with regularly spaced pulses of uniform 
amplitude. 
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A 1100 12 
B + 1001 + 9 

10101 21 

c 

AB Sum Carry Bo 
0 0  0 0 
0 1 1 0 
1 0 1 0 
1 1 0 1 

--S 

e C 

FIGURE 7.12 (a) The addition of two binary numbers (decimal equivalents are also shown). (b) Truth 
table for binary addition. (c) A half-adder logic circuit. 

which can be stated in logic as 

S = AB + All 

The carry C is just simple AND logic 

C = A B  

(7.7) 

(7.8) 

Several realizations of half-adder logic are possible. The simplest is obtained by a 
straightforward application of the above two logic statements and is shown as Fig. 7.12c. 
We can obtain a circuit with less logic gates though by applying DeMorgan's  theorems 

to (7.7). Using that S = S (see (7.2)), we obtain 

A B  + AI~ = (A + I~)(A + B) 
-- _ 

= A B  + AB 

= (A + B)(A + 1]) 

= (A + B)AB 

= A @ B (7.9) 

where we have used that A.A = 0 and the symbol ~ ,  referred to as exclusive or, is used 
to denote the sum operation of (7.9). 

Two implementations of a half-adder using (7.9) are shown in Fig. 7.13. The exclu- 

sive or operation of (7.7) or (7.9) has applications other than in a half-adder, because 
the @ operation is an inequality comparator: it gives an output of 1 only if A and B are 
not equal (0 ~ 0 = 0, 1 ~ 0 - 1, 0 @ 1 = 1, 1 G 1 = 0). Figure 7.13c shows the logic 
gate symbol for exclusive or. 

7.4.3 T h e  Fu l l  A d d e r  

For general addition an adder is needed that can also handle the carry input. Such an 
adder is called a full adder and consists of two half-adders and an OR gate in the arrange- 
ment shown in Fig. 7.14a. If, for example, two binary numbers A = 111 and B -- 111 
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m ~  . 

B-_ 

=C 

A - ) ~ ~ + B  

B - ~  -X'--.. A ~ B  

AB 

C 

A :  

B-- 
= A ( ~ B  

F I G U R E  7.13 (a, b) Two different logic circuits of a half-adder. (c) The symbol for the exc lus ive  or  gate. 

are to be added, we would need three adder circuits in parallel, as shown in Fig. 7.14b, 
to add the 3-bit numbers. As a carry input is not needed in the least significant column 
(Ao, Bo), a half-adder is sufficient for this position. All other positions require a full 
adder. The top row in Fig. 7.14b shows the resultant sum 1110 of the addition of the 
two numbers A and B. Note that for the numbers chosen the addition of each column 
produces a carry of 1. The input to the half-adder is digits from the first column, Ao = 1 
and Bo = 1; the input to the adjacent full adder is a carry Co = 1 from the half-adder 

1 1 

C 2 S 2 

Y l 
r 

C S 

Full Adder 

B 2 A 2 C i 

a 

/ -  Full adder 
r A .a,f  

Adder Half i =C 
c - '  ' | A d d e ~ [  , - S  

' I I 

1 

S l 

i T 
C~ S 

Full Adder 

B l A 1 C i 

0 
S O 

i r 
C O S ]  
Half Adder [ 

Bo Ao,,] 

12o 
2 o 

A: 111 
B: 111 

F I G U R E  7.14 (a) The circuit of a full adder designed to handle an input carry C i. (b) An adder which 
can add two 3-bit numbers A and B. The sum is given as C2 $2 S1 SO. 
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and digits A1 = 1 and B1 = 1 from the second column, which gives C1 - -  1 and S1 as 

the output of the first full adder. Ultimately the sum C2 $2 S1 So - 1110 is produced. 
For the addition of large numbers such as two 32-bit numbers, 32 adders are needed; 

if each adder requires some 7 logic gates, about 224 logic gates are required to add 32- 
bit numbers. Clearly such a complexity would be unwieldy were it not for integrated 
circuits, which are quite capable of implementing complex circuitry in small-scale form. 

7.4.4 Encoders  and Decoders  

Other examples of combinatorial (memoryless) logic are decoders (devices that select 
one or more output channels according to a combination of input signals), encoders 
(convert data into a form suitable for digital equipment), and translators (change data 
from one form of representation to another). 

Representing numbers in binary form is natural when the processing is to be done 
by computers. People, on the other hand, prefer to use decimal numbers. An encoder 
could be designed to register a binary number whenever a decimal number is entered 
on a computer keyboard. For example, the decimal number 105 would register as the 
binary 1101001. We could also use binary-coded decimals (BCD) as an intervening 
step between binary machine code and the decimal input. When BCD is used, the bits 
are arranged in groups of four bits with each group representing one of the decimal 
digits 0 to 9. For example, when a computer operator enters the decimal number 105, 
he first strikes the "1" key, and the computer encodes it as 0001. Then he strikes the 
"0" key, and the computer enters it as 0000, and finally he strikes the "5" key, and the 
computer enters it as 0101. When the entry sequence is finished, the computer has 
the binary-coded decimal 0001,0000,0101 for decimal 105. As is readily seen, such 
a representation is not as efficient as the binary representation 1101001, but it allows 
entry of the number in three steps, and as will be shown in the next section, BCD 
representation is particularly suited for digital displays. 

EXAMPLE 7.9 Design a two-line to four-line decoder that will translate a 2-bit ad- 
dress and specify 1 of 22 bits. 

Such a device will have two incoming lines which can be set four different ways 
(00,01,10,11)--we call this an address. The output of this device has four lines. The 
objective is to pick one line corresponding to one of the input combinations. This is 
done by taking the chosen line HIGH while all other lines are LOW. The truth table for 
the 2-to-4 decoder is shown in Fig. 7.15a. 

A circuit that will implement this truth table requires four AND gates and two NOT 
gates connected as shown in Fig. 7.15b. In this example, the address or input word 10 
yields a 1 at 02 (AB) and specifies that output word 02 be read or, depending on the 
application, the line corresponding to output word 02 be selected or connected to some 
other device. Such a decoder is also known as a 1-of-4 decoder for obvious reasons. 

If the input address consists of 3 bits, we can have a 1-of-8 decoder, as 3 bits can 
specify eight numbers. Such a 3-to-8 decoder will be used in the next section to activate 
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A B 

0 0 
0 1 
1 0 
1 1 

0 0 0 1  0 2 03 

1 0 0 0 

0 1 0 0 
0 0 1 0 
0 0 0 1 

B = 0 =  

A = I =  

'" I ~) "-'-'~ 03--" AB = 0 

Lt>o 
[ f [ ~ -  ~ - - ~ O 2 = A B = I  

Ol= AB = 0 

I - -  

O0= AB = 0 

F I G U R E  7.15 (a) Truth table for a 2-to-4 decoder. For illustration, the address 10 is chosen, which in (b) 
selects the third line from the bottom by sending 02 HIGH. (b) A logic circuit of the decoder. 

the segments of a digital display. Similarly, a 4-bit address line can be used in a 1-of- 16 
decoder, a 5-bit address line in a 5-to-32 decoder, and so forth. II 

We have seen that decoders can convert binary numbers to BCD and BCD to binary, 
and can perform other arithmetic operations on numbers such as comparing numbers, 
making decisions and selecting lines. 

EXAMPLE 7.10 Another practical use of combinatorial gates is triple redundancy 
sensing. For example, three temperature sensors A, B, and C are mounted on a jet 
engine at critical locations. An emergency situation is defined if the engine overheats at 
least at two locations, at which time action by the pilot is called for. The truth table in 
Fig. 7.16b represents this situation: F is HIGH when the majority of inputs are HIGH.  

Design a logic circuit that will give a HIGH output (F = 1) when at least two sensors 
are HIGH, that is, 

F = ABC + AI3C + ABC + ABC 

This expression is obtained by entering the product term for each row of the truth table 
in which F is equal to 1. Such a circuit is also known as a vote taker, because the 
output is 1 (HIGH, TRUE, or YES) when the majority of inputs are 1. A straightforward 
implementation of the above expression would be four triple-input AND gates feeding 
into a quadruple-input OR gate whose output would then be F. 

A simpler circuit results if the rules of Boolean algebra are applied to the above 
expression. Using that A + A. = 1, 

F = AB(: + ABC + BC 

and after applying distribution rules, we finally obtain 

F = A(B + C) + BC 

This is a simpler expression which results in a simpler circuit. A triple redundancy 
sensor consisting of two AND gates and two OR gates is shown in Fig. 7.16c. II 
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0 0 0 
0 0 1 
0 1 0 
0 1 1 
1 0 0 
1 0 1 
1 1 0 
1 1 1 

A~ 
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C= 
~F 

F I G U R E  7.16 (a) A jet engine with three temperature sensors. (b) Truth table for triple redundancy 
sensing. (c) A logic circuit implementation. 

7.4.5 Seven-Segment Display 

Calculator and digital watch displays typically consist of light-emitting diodes (LEDs) 
or liquid-crystal displays (LCDs) with seven segments, as shown in Fig. 7.17a. Numer- 
als 0 to 9 are displayed by activating appropriate segments a-g. Figure 7.17b shows 
the digits 0-9 and the corresponding segments that need to be activated. Noting that 
8 combinations (23) are possible with a 3-bit word and 16 combinations (24) with a 
4-bit word, we must choose a 4-bit word even though we need only ten combinations 
to represent the digits 0 to 9. Thus, 0 will be represented by 0000, 1 by 0001, 2 by 
0010, 3 by 0011, 4 by 0100, and so forth, while 10 (1010) to 15 (1111) will not be used. 
Representing decimal numbers this way makes use of binary-coded decimals. 

What is now needed is a decoder having four inputs and seven outputs that will 
translate the 4-bit BCD words into 7-bit words. Each 7-bit word will activate one com- 
bination of the a-g segments, thus lighting up one of the 10 decimal digits. For example, 
the digit 4 needs to have segments a,d,e LOW (0) and segments b,c,f,g HIGH (1). Fig- 
ure 7.18a illustrates how a single-digit display 6 is driven by a four-line to seven-line 
decoder to display the digit 4. 

a 

f i g  I b 
I c 

I-I I --I --I I_l 
I_1 I I_ _1 I 

0 1 2 3 4 

IZ I -  - I  IZl IZI 
_l  IZI i i_l _ l  
5 6 7 8 9 

F I G U R E  7.17 (a) A seven-segment decimal display. A segment, if taken HIGH (logic 1, which in a 
typical circuit means 5 V), will become visible. (b) Taking the appropriate segments HIGH will display the 
digits 0 through 9. 

6It is assumed that a segment, if taken HIGH, will be activated. For example, a 1 to segment b will make 
it visible, whereas a 0 would make it dark (common-cathode display). LED displays can also be connected 
so that a luminous segment is state 0 and a dark segment is state 1 (common-anode display). 
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1 1 1 1 1 1 1  
1 1 1 1 0 1 1  

Display 

FIGURE 7.18 (a) A four-to-seven decoder driving a digital display. (b) A truth table specifying the lit 
segments for each numeral in a digital display. 

A truth table specifying the lit segments for each numeral  is given in Fig. 7.18b. 

Hence, the function of the decoder is to accept the four input signals corresponding to a 

B C D  word and provide the proper output signal at each of  its seven output terminals. 

7.5 SEQUENTIAL LOGIC CIRCUITS 

The potential to do all sorts of exciting things greatly increases when we add "memory" 
to logic gates. Whereas the output of combinatorial logic circuits at a given instant of 
time depends only on the input values at that instant, sequential circuits have outputs 
that also depend on past as well as present values. Flip-flops are the principal memory  
circuits that will store past values and make them available when called for. 

The sequential circuit environment  is more complicated as present and past inputs 

have to be made available in an orderly fashion. Operation of sequential circuits is 
therefore regulated by a clock signal which permeates the entire circuit and consists 

of periodic pulses of the type shown in the top Fig. 7. l b (a clock signal is basically a 

square wave). For example,  when the clock signal is n IGH (logic 1), a new input could 

become available to a gate, and when it is LOW (logic 0), it would not be available. A 

clock signal guarantees that operations occur in proper sequence. 7 

7This is also why such circuits are referred to as sequential logic circuits. For example, in a 100 MHz 
computer, most logic operations are synchronized by a clock signal that changes hundred million types per 
second. 
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7.5.1 Flip-Flop: A Memory Device 

The simplest flip-flop is constructed with two NOR gates, as in Fig. 7.19a. Recall that 
if either input to a NOR gate is 1 the output is 0 (see Fig. 7.8). 

Combining two NOR gates as shown results in the flip-flop having two outputs, Q and 
(~, which are complements of each other. The cross-coupling of the outputs gives the 
combination two stable states (Q(~ = 10 or 01), and it must remain in one of the states 
until instructed to change. Assume, for the time being, that the outputs are Q = 0 and 
(~ = 1. Now suppose that the S input (which stands for SET) is set to 1 and the R input 
( for  R E S E T )  is set to 0. Let us check if input SR = 10 is consistent with the assumed 
output Q(~ = 01. From the circuit of the flip-flop, we see that the output should be 

Q = R + 0 = 0 + 1 = 0, which checks with the above assumption. The other output 
is (~ = S + Q = 1 + 0 = 0, which does not check with the above assumption and is 
contradictory as Q and Q cannot both be 0; hence the system becomes unstable and 
the flip-flop must flip, so the output becomes Q(~ = 10, which is now consistent with 

the SR input (that is, Q - R + 0 = 0 + 0 =  1, a n d 0 = S + Q =  1 + 1 - 0 ) .  We 
conclude that S = 1 sets the output to Q = 1, which is now a stable state. Similar 
reasoning would show that changing R E S E T  to R - 1 resets the output to Q -- 0. 

If we started with one of the two input combinations (SR = 10 or 01) and then 
changed to SR = 00, we would find that the output remains unchanged. 8 We conclude 
that we have a memory device as the flip-flop remembers which of the inputs (R or S) 
was 1. This is illustrated in Fig. 7.19b, which shows the truth table for the RS flip-flop. 
The logic or circuit symbol for the RS flip-flop is shown in Fig. 7.19c. 

The combination SR = 11, on the other hand must be avoided as it creates an un- 
acceptable state, an ambiguity with Q and (~ both equal to 0 (practical circuits are 
designed to avoid such a possibility. Furthermore, a change from this state to SR = 00 
could give either 0 or 1 for an output, depending which gate has the faster response, 
therefore making the output unpredictable). 

a b 
R 

Q R S 

0 0 
0 1 
1 0 
1 1 

Qn 
C 

Qn-l store 
1 set ~,R Q I  
0 reset 

unacceptable Q 

F I G U R E  7.19 (a) A RS (reset-set) flip-flop, a basic memory unit, formed by cross-connecting two NOR 
gates. (b) Truth table for the flip-flop. Qn is the present state of the output; Qn-1 is the previous state. 
(c) Symbol for the flip-flop. 

8Assuming that S = 1 sets the output to Q = 1 (SR = 10 and Q(~ = 10), we see that changing S to 0 will 

leave the output unaffected, that is, Q = R + Q = 0 + 0 = 1 and 0 = S + Q = 0 + 1 = 0. 
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7.5.2 Clocked Flip-Flops 

In the previous flip-flop, a S = 1 sets the output Q to 1 and a 1 to R resets the output to 
0. As there is no limitation as to when the inputs must occur, we can state that the flip- 
flop responds to asynchronous inputs. In circuits in which there are many flip-flops, it 
might be necessary to activate all flip-flops at the same time. This can be accomplished 
with a clock signal, which is a square-wave voltage used to synchronize digital circuits. 
In addition to the clock signal C, we need to add two AND gates at the inputs to the flip- 
flop, as shown in Fig. 7.20a. The flip-flop is now enabled only when the clock signal C 
is H I G H ;  that is, data can be read into the flip-flop only when the clock signal is H I G H .  

When the clock signal is LOW, the outputs of the A N D  gates are also LOW, irrespective 
of the signal at R and S, effectively disabling the inputs to the flip-flop. The flip-flop is 
then in the HOLD or STORE mode. Once again, when the clock signal goes HIGH, the 
output of the AND gates is immediately equal to the signal on R and S and the flip-flop 
is either SET, RESET, or remains unchanged (RS = 01, 10, or 00). R and S inputs 
that are recognized or enabled only when a clock signal is HIGH are called synchronous 
inputs. Figure 7.20b shows an example of the response of the clocked flip-flop to some 
waveforms. Figure 7.20c shows the truth table, and Fig. 7.20d the symbol for a clocked 
flip-flop. 
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0 1 1 
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1 1 1 
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Qn-i S 
Qn-1 
1 C 
0 
unacceptable 

F I G U R E  7.20 (a) A RS flip-flop that is enabled by the clock signal. (b) A sample of timing waveforms. 
(c) The truth table. If Qn is the nth state of the output, Qn = Qn-1 means that the previous state is preserved. 
(d) Symbol for RS flip-flop with enable. 
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F I G U R E  7.21 (a) A flip-flop with CLEAR and PRESET capability. (b) Timing waveforms, showing that 
CLR and PR override RS inputs and the clock signal. (c) Symbol for the flip-flop. 

7.5.3 Clocked RS Flip-Flop with Clear and Preset 

Adding an extra input to each NOR gate of the clocked RS flip-flop shown in Fig. 7.20a 
allows us to preset Q to 1 or clear Q to 0 independent of the clock signal or any other 
inputs. Most practical flip-flops have this feature. The connections of such a flip-flop 
are shown in Fig. 7.2 la. Recall that a 1 to any input of a multiple-input NOR gate results 
in a 0 output. Thus a 1 to CLR (CLEAR) gives a 0 at Q, and a 1 to PR (PRESET) gives a 
1 at the output Q. The PR and CLR inputs are called asynchronous because their effects 
are not synchronized by the clock signal, in contrast to inputs to R and S, which are 
synchronous. Figure 7.21b shows some timing waveforms and Fig. 7.21c the symbol 
for such a flip-flop. 

7.5.4 Edge-Triggered Flip-Flops 

In the flip-flops considered thus far, the input signals were enabled or disabled by the 
clock signal. We showed that during the entire time interval that the clock signal was 
H I G H  (in Fig. 7.20b, for example), the RS inputs were transferred to the flip-flop, and 
conversely when the clock was LOW, the inputs were effectively removed from the 
flip-flop. Edge-triggered flip-flops, on the other hand, are enabled or respond to their 
inputs only at a transition of the clock signal. The output can therefore change only at a 
downward transition (trailing-edge triggered) or at the upward transition (leading-edge 
triggered) of the clock signal. During the time that the clock signal is steady, either 
HIGH or  LOW, the inputs are disabled. 

7.5.5 D Flip-Flop 

A common type of memory element is the D flip-flop, short for delay flip-flop. It is an 
arrangement of two flip-flops in series, commonly referred to as a master-slave combi- 
nation. In practice flip-flops are invariably used in some form of master-slave arrange- 
ment and are available as inexpensively packaged integrated circuits (ICs). Figure 7.22a 
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F I G U R E  7.22 (a) The diagram for the D flip-flop. It is used whenever we need to maintain the present 
state at Q while we read in a new state at D. (b) Symbol for a D flip-flop. (c) Sample timing waveforms: clock 
signal C, input signal D, and output signal Q. 

shows the arrangement for the D type. A NOT gate is connected between the RS inputs 
of the first flip-flop which eliminates the unacceptable input RS = 11. Furthermore, a 
NOT gate is also connected between the incoming clock signal and the clock input (also 
known as the enable input) of the master flip-flop. Hence, the master is enabled when 
the clock signal goes LOW, but the following slave is enabled when the clock signal 
goes HIGH.  The effect is that Qm follows the input D whenever the clock is LOW, 
but any change in the output Q is delayed until the slave becomes enabled, which is at 
the next upward transition of the clock signal. Figure 7.22b shows the symbol for a D 
flip-flop. The wedge stands for "positive-edge-triggered" flip-flop, which means that D 
is transferred to Q on the leading edge of the clock signal. Figure 7.22c shows some 
timing waveforms, and how the signal at D is first transferred to Qm and then to Q. It 
also shows that two sudden but random inputs do not effect the output. 

7.5.6 JK Flip-Flop 

Even more popular in memory circuits than the D flip-flop is the JKflip-flop. In com- 
parison to the D type, it has two data inputs, and unlike the D type it is triggered on the 
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a b 

J K Qn 
J Q -  0 0 Qn-I Store 

0 1 0 Reset 
1 0 1 Set 

_ 1 1 Qn-1 Toggle 
Q 

FIGURE 7.23 (a) Device symbol of a JK flip-flop. The angle or wedge denotes "edge-triggered" and 
the bubble denotes "negative edge." (b) Truth table showing that 00 input corresponds to memory and 11 to 
toggle. 

trailing edge of the clock signal (negative-edge triggering is depicted in Fig. 7.23a by 

the small circle or bubble at the clock input of the JK flip-flop symbol). Similar to the 

D flip-flop, the present state at Q is maintained while a new state at J is read in which 

is then transferred to the output Q after the clock pulse. 

We will forego showing the internal connections of the JK master-slave and go di- 
rectly to the truth table which is shown in Fig. 7.23b. The first entry in the table is for 

the case when J and K are both LOW. For this case, the output does not change, that is, 

the previous state Qn-1 is equal to the present state Qn. The next two entries are when 

J and K are complements.  In this situation, Q will take on the value of the J input at 

the next downward clock edge. The final entry shows the most interesting aspect of a 

JK flop-flop: if J and K are both held HIGH, the flip-flop will toggle, that is, the output 
Q will reverse its state after each clock pulse (recall that previously a 11 input was a 

disallowed state). For example, we can connect the J and K inputs together 9 and hold 

the input HIGH while applying a clock signal to the clock terminal. The output Q will 

then toggle after each clock cycle, which gives us an output that looks like a clock signal 

but of half-frequency. The following example demonstrates this. 

EXAMPLE 7.11 A 10 kHz square-wave signal is applied to the clock input of the first 

flip-flop of a triple JK flip-flop connected as shown in Fig. 7.24a. Show the outputs of 
all three flip-flops. 

Since the JK inputs of the flip-flops are connected together and held HIGH at the 
power supply voltage of 5 V, the output of each flip-flop will toggle whenever  the clock 

input goes LOW. Therefore at Q1 we have a 5 kHz square wave, a 2.5 kHz square wave 

at Q2, and a 1.25 kHz square wave at Q3 as shown in Fig. 7.24b. II 

9A JK flip-flop that has its inputs tied together and therefore has only one input, called the T input, is 
known as a T flip-flop. If T is held high, it becomes a divide-by-two device as the output Q is simply the 
clock signal but of half-frequency. Similarly, if the clock input responds to a sequence of events, the T flip- 
flop divides by two. If T is held LOW, output Q is stored at whatever value it had when the clock went LOW. 
Summarizing, the JK flip-flop is a very useful device: it can toggle or hold its last state. It can mimic D and 
T flip-flops. 
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F I G U R E  7.24 (a) Three JK flip-flops connected in series as shown will produce (b) half-frequency square 
waves at their respective outputs. Hence, Qi is a divide-by-two output, Q2 a divide-by-four output, and Q3 a 
divide-by-eight output. 

7.5.7 Shift Registers 

We have shown that a flip-flop can store or remember 1 bit of information (one digit 
of a binary number). Many flip-flops connected together can store many bits of data. 
For example, an array of 16 flip-flops connected in parallel is called a 16-bit shift 
register and can store and transfer a 16-digit binary number on command of a clock 
pulse. 

A shift register is a fundamental unit in all computers and digital equipment. It is 
used as a temporary memory, typically by the CPU (central processing unit), while 
processing data. It is also used to convert data from one form to another. Data can be 
loaded into a computer serially or in parallel. Serial loading is naturally slower since 
a 32-bit word, for example, has to be loaded in 1 bit at a time, which normally would 
take 32 clock cycles. The advantage of serial loading is that only a single-wire line is 
required, which is an advantage when transmission distances are long. Serially loaded 
messages are used in modems which connect a remote computer over telephone lines to 
a server, in faxing, etc. Parallel loading, on the other hand, is faster since, for example, 
all 32 bits of a 32-bit word are loaded in at the same time, which normally would take 1 
clock cycle. The disadvantage is that it requires a bus of 32 wires, clearly prohibitive for 
long-distance transmission but exclusively used inside computers where flat, multiwire 
strip busses are common, for example, between the floppy drive and CPU or between 
a hard disk and CPU. Next, we will show how a shift register converts a serial stream 
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of bits into parallel form and vice versa. We will show that shift registers generate an 
orderly and predictable delay, i.e., a shifting of a signal waveform in time. 

We can distinguish four types of shift registers: serial in-serial out; serial in-parallel 
out; parallel in-serial out; and parallel in-parallel out. 

7.5.8 "Serial In-Parallel Out" Shift Register 

A common situation is for data to be loaded serially (1 bit at a time) and read out 
in parallel, as, for example, when a serially coded message from a modem, normally 
transmitted over telephone lines, has to be loaded into the CPU of a server, which ac- 
cepts data in parallel form only. Or when a serial stream of bits coming from a single 
line has to be converted to drive simultaneously all segments of a display. Figure 7.25a 
shows a 4-bit serial shift register made up of four negative-edge triggered, JK flip-flops. 
The NOT gate between the JK inputs allows loading either by a 1 (JK = Q(~ = 10) or 
by a 0 (J K = Q(~ = 01); in other words, J = K is not allowed. Also because the clock 
inputs are all connected together, the circuit operates synchronously. 

Let us now show how the number 0101 is placed in the register. We start with the 
most significant bit 1~ by placing the 0 at the input. At the trailing edge of the first clock 
pulse that 0 is transferred to the output Q0 of the first flip-flop. At the second clock 
pulse it is shifted to Q1 of the next flip-flop and so on until the 0 appears at the last 
flip-flop on the fourth clock pulse. At the next (fifth) clock pulse the 0 disappears from 
Q3 and the following 1 is loaded in. Position Q3 is identified as the most significant bit 
position in the parallel read-out. The waveforms of Fig. 7.25b show how the number 
shifts through the register and that after four clock pulses, 4 bits of input data have 
been transferred into the shift register such that the number is available in parallel form 
as Q3Q2QIQ0 = 0101. An alternative way of viewing the shifting of bits through a 
register is given in Fig. 7.25c. Again, at the trailing edge of the first clock pulse, a 0 is 
shifted to Q0, then to QI, and so forth. 

From the above it is clear that this is a fight-shifting register: at each clock pulse the 
bits shift one position to the fight. If we ignore the first three outputs, we have a SERIAL 

IN-SERIAL OUT shift register. In this mode, the data pattern is read out at Q3 and is 
delayed by four clock pulses. A delay by itself is important in many applications. When 
so used the SERIAL I N - S E R I A L  OUT shift register is referred to as a digital delay line. 

7.5.9 A "Parallel In-Serial Out" Shift Register 

In the operation of a computer, parallel data (n bits present simultaneously on n individ- 
ual lines) need to be transmitted between computer and monitor and between computer 
and keyboard. The link is a serial data path (1 bit after another on a single wire), 
whereas the computer, monitor, and keyboard operate with parallel words. Striking a 
key, for example, creates a parallel binary word which is at once loaded in parallel into 

l~ on the application, we could start with the least significant bit or the most significant bit. 
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F I G U R E  7.25 (a) A 4-bit serial in-parallel out shift register. (b) Timing waveforms at input and output. 
(c) Viewing how 0101 at the serial input terminal is placed in the register. 

a shift register, converted, and transmitted serially to the computer, where the process is 
reversed, that is, the bits are loaded serially into a shift register and the binary word is 
read out in parallel. 

Such a register can be constructed with positive-edge-triggered D flip-flops with 
asynchronous CLEAR and PRESET inputs, as in Fig. 7.26, which shows a 4-bit reg- 
ister. At the positive edge of a pulse to the CLEAR input, the register is cleared. This 
asynchronous clearing operation can occur anytime and is independent of the clock s ig-  



Section 7.5 Sequential Logic Circuits 263 

Qo 

IA 

Clock 

Clear 

Serial 
Input 

B 

I 

' v 
PR 

l ,:L,r 

Parallel data inputs 
I 

Q I  

Parallel 
Enable 

C 

Q~ 

D I 

r I 

~Q, 

,R 

tQ2 

R 

r 

~Q3 

,R 

F I G U R E  7.26 A universal 4-bit shift register. 

Q3 

Serial 
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nal. Data in parallel form are applied to the A, B, C, and D inputs. Now, at the rising 
edge of a short pulse applied to P A R A L L E L  ENABLE, the data at the ABCD inputs ap- 
pears at the respective Q's of each flip-flop, thus loading 4 parallel bits into the register. 
For example, ABCD -- 0101 will set the second and last flip-flop HIGH, while the first 
and third remain cleared, so that QoQ1Q2Q3 = 0101. At the next upward transition of 
the clock pulse, the data shifts to the fight by one flip-flop. The serial output now reads 
Q3 = 0 (the previous Q3 -- 1 is now lost; also note that the data at the serial output 
read backward). When the serial output has received the entire word, an asynchronous 
CLEAR can again be applied, a new word read into the parallel data inputs, and the 
process repeated. 

The shift register of Fig. 7.26 can practically serve as a universal shift register. By 
placing parallel data on the ABCD inputs, the data will remain at QoQ1Q2Q3 until the 
next rising edge of the clock signal. Hence it acts as a PARALLEL IN-PARALLEL OUT 
storage register. By ignoring QoQ1Q2 it can also act as a SERIAL I N - S E R I A L  OUT 

register. The data pattern at the serial input now appears at Q3 but is delayed by four 
clock periods. This suggests the use of a SERIAL I N - S E R I A L  OUT register as a digital 
delay line. If we choose QoQ1QzQ3 as outputs, we have a SERIAL I N - P A R A L L E L  

OUT register. We should also mention in passing that division by two is equivalent to 
shifting a binary number to the fight by one position. Hence shift registers are common 
in the arithmetic units of computers. 

Digital Counters 

A counter is a device used to represent the number of occurrences (random or periodic) 
of an event. Counters like registers are made possible by connecting flip-flops together. 
Typically, each flip-flop is the JK type operating in the toggle mode (T flip-flop). In this 
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FIGURE 7.27 (a) A three-stage ripple counter (also referred to as a 3-bit binary counter). (b) The arrows 
which originate at the trailing edge of each pulse are used to show the toggling of the following stage. After 
seven pulses, the counter is in the 111 state, which means that after the next pulse (the eighth), the counter 
returns to the 000 state. 

operation the J and K terminals are tied to a HIGH voltage (5 V) to remain at logic 1. 
The input pulses are applied to the clock (C) terminal. The number  of flip-flops equals 
the number  of bits required in the final binary count. For example, a 2-bit counter with 
two flip-flops counts up to binary 11, or decimal 3. A 5-bit counter with five flip-flops 
counts up to binary 11111, or decimal 31. 

By cascading flip-flops, so the Q output of each flip-flop is connected to the clock 
input of the next flip-flop, as shown in Fig. 7.27a, we will find that the first flip-flop 
toggles on every pulse (giving the 20 position of a binary number  that will represent 
the total pulse count), the second flip-flop toggles on every second pulse (21), the third 
flip-flop on every fourth pulse (22), and so forth. Hence, three flip-flops can count eight 
distinct states, that is, zero to seven, which in binary is (000) to (111). Such a counter 
would be called a modulo-8 counter, because after counting eight pulses it returns to 
zero and begins to count another set of eight pulses. Figure 7.27b demonstrates this. 
Assuming all flip-flops were initially set to zero, after eight pulses the counter is again 
at zero. 
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As shown in Fig. 7.27a, three JK flip-flops are cascaded. The JK inputs are tied 
together and held HIGH at 5 V (logic 1) so each flip-flop toggles at the trailing edge of 
an input pulse placed at the clock terminal. We have chosen to have the input terminal 
on the fight side so that a digital number stored in the register is presented with its most 
significant digit (MSD) on the left as it is normally read. 

Such a counter is called an asynchronous tipple counter, because not all flip-flops 
change at the same time (because of time delay, each flip-flop will trigger a tad later 
than its predecessor)rathe changes tipple through the stages of the counter. 

We have shown that a modulo-8 counter counts from 0 to 7 and then resets. Such 
a counter could also be called a divide-by-eight circuit, as was already shown in Ex- 
ample 7.11. It is obvious that one flip-flop can count from 0 to 1 (modulo-2) and is a 
divide-by-two circuit, two flip-flops count from 0 to 3 (modulo-4) and is a divide-by- 
four circuit, and so on. 

7.5.10 A Decade  Counter  

Counters are most frequently used to count to 10. What we need then is a modulo-10 
counter that counts from 0 to 9 and then resets. As three flip-flops, whose natural count 
is eight, are insufficient, four flip-flops are needed whose natural count is 16 (modulo- 
16). By appropriate connections, counters of any modulo are possible. Figure 7.28a 
shows a binary-coded decimal, or BCD, counter which counts 10 pulses and then resets. 
In other words, it counts 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 0, and after 9 it resets to zero. The 
resetting is accomplished by a NAND gate connected to the Q1 and Q3 outputs, because 
at the count of 10 the binary pattern is Q3Q2Q1Q0 = 1010 and, as shown in Fig. 7.28b, 
the combination Q1Q3 = 11 occurs for the first time in the count to 10. At 10 the NAND 

gate goes LOW and resets the counter to zero (the bubble at the CLR terminal implies 
that the flip-flops are cleared to 0 if CLR goes LOW). 

If it is desired to store each digit of a decimal number separately in binary form, we 
can use a four-flip-flop register, which counts from 0 to 9, to represent each digit of the 
decimal number. To represent larger numbers additional registers are used. For exam- 
ple, three registers can count and store decimal numbers from 0 to 999, five registers 
from 0 to 99,999, and so forth. 

EXAMPLE 7.12 Design a modulo-7 counter. 
We will use JK flip-flops with C L E A R  capabilities. By connecting the J and K inputs 

together and holding the connection HIGH, the flip-flops will be in the toggle mode. The 
counter should count from 0 to 6, and on the seventh input pulse clear all flip-flops to 0. 
If we examine the counting table in Fig. 7.28b, we will find that on the seventh count, 
the outputs of all flip-flops are 1 for the first time in the count. Sending these outputs to 
a NAND gate will generate a LOW, which when applied to the C L E A R  inputs will reset 
the flip-flops to 0. Such a counter using a triple-input NAND gate is shown in Fig. 7.29. 

Similarly, a modulo-5 counter can be designed by observing that on the fifth count 
QoQ2 = 11 for the first time. Sending this output to a NAND gate, a C L E A R  signal can 
be generated on the fifth pulse. II 



266 Cha pter  7 Digital Electronics 

Q3 Q~ 

C 

CLR 

Q "] Q T 

C C< 

CLR CLR 

Qo 

Q 

C 

t 5V 

Input 

Count 

5 
6 
7 
8 
9 
10 

Q3 Q2 Q, Qo 

0 0 0 0 
0 0 0 1 
0 0 1 0 
0 0 1 1 
0 1 0 0 
0 1 0 1 
0 1 1 0 
0 1 1 1 
1 0 0 0 
1 0 0 1 
1 0 1 0 0000 

F I G U R E  7.28 (a) Four T flip-flops connected as a BCD decade counter (recall that a T flip-flop is a JK 
flip-flop with the J and K terminals tied together). Holding T HIGH puts the flip-flops in the toggle mode. 
(b) The output states of a decade counter. 
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F I G U R E  7.29 A modulo-7 counter which uses a NAND gate to clear the register at the count of 7. 



Section 7.5 Sequential Logic Circuits 267 

7.5.11 Synchronous Counters  

In the asynchronous ripple counter each flip-flop is clocked by the output of the previ- 
ous flip-flop. As with any physical device or system, it takes a flip-flop time to respond 
to an input. Due to such time delays, each flip-flop in the ripple counter will trigger at 
a small time interval later than its predecessor. If ripple counters are used in complex 
circuits, even small time delays can introduce serious timing errors. Furthermore, since 
changes ripple through the counter, the accumulated time delays (usually refered to as 
propagation delays) can result in slow operation. These disadvantages do not exist in 
synchronous counters, in which the clock signal is applied to all flip-flops simultane- 
ously with the effect that all flip-flops trigger at the same moment. 

Figure 7.30a shows a synchronous, modulo-8 counter using three JK flip-flops. Since 
the input flip-flop has the J and K inputs tied together and held HIGH, it will toggle on 
every positive edge of the clock signalll and its output gives the 2 o position of the count. 
The second flip-flop will toggle on the positive edge of a clock pulse only if Q0 is HIGH 

(logic 1 and HIGH have the same meaning). Hence, the output of the second flip-flop, 
which is Q1, gives the 21 position. The third flip-flop, because of the AND gate, will 
toggle only if both previous flip-flops are HIGH (Q0 AND Q1 = 1) and its output thus 
gives the 22 position of the count. The truth table of Fig. 7.30b gives the state of the 
flip-flops for each count. On the eighth count, the register will reset to zero and the 
counting sequence repeats. 

EXAMPLE 7.13 Design a 4-bit, modulo-16, synchronous counter. 
We can begin with the 3-bit synchronous counter shown in Fig. 7.29a and add a flip- 

flop for the next position (23 ) in the binary count. Because this flip-flop must toggle 
on the 7th and 15th clock pulse, the input to that flip-flop must be preceded by a triple- 
input AND gate which will give a 1 when QoQ1 Q2 - l l l .  The connections of the four 
flip-flops are shown in Fig. 7.3 l a, and one counting cycle, giving the state of each flip- 
flop, is shown in Fig. 7.3 lb. Analyzing the circuit, we find that the first flip-flop acts 
as a toggle for output Q0. The second flip-flop with output Q1 toggles when Q0 = 1. 
The third flip-flop with output Q2 must toggle when the previous two flip-flops are 
FULL (FULL is sometimes used in technical jargon to mean HIGH or logic 1), that is, 
J2 = K2 = Qo AND Q1. Finally, the last flip-flop must toggle when Q2Q1Qo = 111 or 
when J3 = K3 = Q0 AND Q1 AND Q2. I 

If we compare tipple counters (Fig. 7.27) to synchronous counters (Fig. 7.30), which 
are faster and less prone to error, we will find that in general, synchronous counters 
require a few extra gates. 

11 Given the connections of the JK flip-flops in Fig. 7.30, we could have replaced all JK flip-flops by T flip- 
flops. Furthermore, we are showing a positive-edge-triggered JK flip-flop. Since JK flip-flops are commonly 
negative-edge triggered, a NOT gate at the clock input would give the same behavior as a positive-edge- 
triggered JK flip-flop. 
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Clock 
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0 0 1 Q1 
0 1 0 
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1 0 1 Q1 
1 1 0 
1 1 1 QIQ2 
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0 0 1 QI 

* Outputs that must change at the next 
clock pulse (Q0 always changes) 

F I G U R E  7.30 (a) A synchronous, 3-bit, modulo-8 counter. (b) One counting sequence of the counter. 

7.6 MEMORY 

In Section 7.5, we stated that the simplest memory device is an RS flip-flop. It can hold 
1 bit of information. To make such a device practical, we have to endow it with READ 

and W R I T E  capabilities and a means to connect it to an information line or information 
bus. Such a device will then be called a 1-bit memory cell. A byte (8 bits) would 
require eight cells. A thousand such cells could store one kilobit of information (1 kbit) 
and would be called a register. Typically, registers hold many words, where each word 
is either 8 bits, 16 bits, 32 bits, or some other fixed length. The location of each word in 
the register is identified by an address. 

All instructions that a computer uses to function properly are stored in memory. All 
data bases, such as typed pages and payroll data, are stored in memory. All look-up 
tables for special functions such as trigonometric ones are stored in memory. Basically, 
any datum a digital device or a computer provides, such as time, date, etc., is stored 
in memory. Flip-flop memory is volatile, which means that the register contents are 
lost when the power is turned off. To make registers nonvolatile, either the computer is 
programmed to automatically refresh the memory or batteries can be used to refresh the 
registers (lithium batteries are common as they can last up to 10 years). 
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F I G U R E  7.31 (a) A 4-bit, synchronous counter. (b) One counting sequence of the modulo-16 counter. 

A compu te r  uses many  types of  memory ,  each suitable for a par t icular  task. Hard  and 

floppy disks can pe rmanen t ly  store huge  amounts  of  data, which  are nonvolat i le  because  

the data are laid down as a sequence  of  tiny pe rmanen t  magnets  a long circular  tracks. 

Access  t ime is s low (about  10ms), but it is the pr imary  m e d i u m  for storing the opera t ing  

sys tem and p rograms  such as word processors  and spreadsheets ,  le Whi le  processing,  

the main  processor  of  the compute r  uses random access  m e m o r y  (RAM),  now referred 

to as read-and-wri te  memory ,  which is able to store and retrieve informat ion  very fast. 

which  in turn makes  fast computa t ion  and process ing possible.  Such m e m o r y  is volati le 

as it is lost when  the compu te r  is turned off. In addit ion,  mos t  compute rs  have a small  

amoun t  of  cache memory ,  which  is located on the mic roprocessor  chip i tself  and is very 

fast (but very expensive)  as it stores data that were  just  accessed by the processor  and 

are therefore  l ikely to be needed  again. 

12A newer permanent memory called flash memory (also known as flash RAM), which is a nonvolatile 
solid-state memory, is also available for applications such as digital cellular phones and PC cards for notebook 
computers in which memory requirements are not in the gigabyte range. For example, in digital cameras,flash 
memory cards, which are the size of credit cards, can provide convenient storage capacity of 64 or 128 MB. 



2 7 0  Chapter 7 Digital Electronics 

Finally, we have read-only memory (ROM), which as the name suggests can only be 
accessed and cannot be changed. This nonvolatile memory is permanently programmed 
at time of manufacture and is used by computers to provide the information needed for 
start-up when the computer is first turned on. It also provides look-up tables (trigono- 
metric, logarithmic, video displays, character representation, etc.) and anything else 
that is needed on a permanent basis. Even though the information in ROMs cannot be 
changed, programmable ROMs (PROMs) which can be programmed by the user are 
available. Again, once programmed, they cannot be erased or reprogrammed. 

7.6.1 R A M  Cell  

By adding a few logic gates (two inverters and three AND gates) to a RS flip-riop, as 
shown in Fig. 7.32, we can construct a basic 1-bit memory cell which can store 1 bit 
of information. It has a SELECT input, which when HIGH enables the cell for reading 
and writing. It has a READ/WRITE (R]W') input, which when HIGH activates the READ 
operation and when LOW activates the WRITE operation. It has an Output which during 
the READ operation transfers the contents of the cell to whatever line is connected to 
this terminal. It has an Input for changing the contents of the cell during the WRITE 
operation. 

The READ operation is selected when Select is 1 and READ/WRITE is 1. The input to 
the SR terminals of the flip-flop is then 00, the cell remains unresponsive to changes in 
input, the contents of the flip-flop remain unchanged, and Q is connected to the output 
for reading. On the other hand, when R/W goes to 0 and Select remains at 1, the cell is 
activated for writing and can respond to a write signal to store new information in the 
cell. For example, a 1 at the input appears as SR = 10 at the flip-flop, implying 13 that 
a 1 is loaded in the flip-flop and is available for reading at output Q. Thus, the input bit 
has been successfully stored in the cell. A 0 at the input appears as SR = 01; hence 
a 0 is stored and is available for reading, and once again the new input bit has been 
successfully stored. 

Select 

, 
I 

Output 
I S Q ~- 
I 

Input .] ] ~._ 

I 

I 

' o<] 

, t t 

Read/Write 
FIGURE 7.32 An elementary 1-bit memory cell with one output and three input terminals (one for se- 
lecting the cell, one for choosing between read and write and one for inputting new information). 

13See Section 7.5.1, "Flip-Flop: A Memory Device." 
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7.6.2 RAM 

A piece of memory consists of an array of many cells. Typically a m • n array can store 
m words with each word n bits long. The Select signal for a particular word is obtained 
from an address which is decoded to produce a 1 on the desired line. For example, 
the decoder considered in Fig. 7.15 decodes the information on two address lines and 
selects one of four lines by making that particular line H I G H .  S u c h  a decoder could 
select one word out of four; that is, given a 4 x n array, it would pick one word that is 
n bits long. Should the word size be 8 bits, then 32 elementary cells would be needed 
for the 4 x 8 memory. Should the word size be 4 bits, 16 cells would be needed. Such 
a 16-bit RAM memory module is shown in Fig. 7.33. 

The CPU of a computer uses RAM to store and retrieve data. As pointed out before, 
RAM is volatile. Any data stored in RAM are lost when power is turned off. Therefore, 
data that need to be saved must be transferred to a magnetic disk, magnetic tape, or flash 
memory. 

7.6.3 Decoding 

Decoding was already considered in the previous section. Since memories can have a 
capacity of thousands and even millions of words and each word can be as large as 64 or 
128 bits, accessing precisely each word in the memory is done by decoding an address 
code. Given k address lines, we can access 2 k words. Thus a decoder with k inputs will 
have 2 k outputs, commonly referred to as a k x 2 ~ decoder. Each of the decoder outputs 

4 Input data lines 
A 

Addr 
Input 

i 

i 

Read/Write 

v 

4 Output data lines 
F I G U R E  7.33 Connection diagram of 16 memory cells in a 4 x 4 RAM module. 
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n input 
data 
lines 

k address lines 

Ill I 
kx2k ] 

Decoder 

III1[!1111111 [ ~2k select lines 

n output 
2 k • n data 
RAM lines 

F I G U R E  7.34 Representation of a RAM module showing explicitly the cell array and the decoder. 

selects in the memory one word which is n bits long for reading or writing. The size of 
the memory is therefore an array of 2 k • n cells. A schematic representation of such a 
RAM module is shown in Fig. 7.34. 

Word size is normally used to classify memory. Microprocessors that use 4-bit words 
have 4-bit registers. Small computers use byte-size words that require 8-bit registers, 
and powerful microcomputers use 64-bit registers. To access words in memory an ad- 
dress is used. As pointed out before, two address lines, after decoding the address, can 
access four words. In general, to access 2 k words requires a bus of k address lines. Ten 
address lines can access 1024 words of a program or data memory (21~ = 1024, com- 
monly referred to in computerese as 1K). A 32-bit address bus can locate four billion 
words (232 = 4,294,967,296), and so on. 

7.6.4 Coincident Decoding 

In large RAM modules, the memory cells are arranged in huge rectangular arrays. Lin- 
ear addressing, described above, activates a single word-select line and can become 
unwieldy in huge arrays, necessitating very long addresses. In linear addressing, a de- 
coder with k inputs and 2 k outputs requires 2 k AND gates with k inputs per gate. The 
total number of AND gates can be reduced by employing a two-part addressing scheme 
in which the X address and the Y address of the rectangular array are given separately. 
Two decoders are used, one performing the X selection and the other the Y selection in 
the two-dimensional array. The intersection (coincidence) of the X and Y lines identi- 
fies and selects one cell in the array. The only difference is that another Select line is 
needed in the cell structure of Fig. 7.32, which is easily implemented by changing the 
three AND gates to quadruple-input AND gates. 

7.6.5 ROM 

A ROM module has provisions for READ only, and not for WRITE, which makes it 
simpler than RAM. ROM is also nonvolatile, which means that data are permanently 
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stored and appear on the output lines when the cell is selected. In other words, once a 
pattern in memory is established, it stays even when power is turned off. 

Typically the manufacturer programs ROMs that cannot be altered thereafter. 
PROMs are field programmable, which allows the user to program each cell in the 
memory. A PROM comes to the user with all cells set to zero but allows the user to 
change any zeros to ones. Again, once the user programs the PROM, it is irreversible 
in the sense that it cannot be reprogrammed or erased. Changing one's mind about the 
contents of the memory implies that the memory chip must be discarded. There is, how- 
ever, a type of erasable-programmable read-only memory called EPROMS which can 
be erased and programmed repeatedly. The process can be tedious but in the develop- 
ment stage of a product it is invaluable. 

7.7 S U M M A R Y  

A basic knowledge of digital electronics is required just to stay current in the rapidly 
changing field of engineering, which is increasingly dominated not just by the ubiq- 
uitous computer but by digital circuitry of all kinds. We began our study with binary 
arithmetic, Boolean algebra, and Boolean theorems, including DeMorgan's theorems, 
which form the basis of logic circuits. We introduced the truth table which states all 
possible outcomes for a given logical system. This provided sufficient background to 
proceed to logic gates, which are the building blocks of any digital system such as the 
computer. The fundamental logic gates AND, OR, and NOT were presented, followed 
by the only slightly more complicated NAND and NOR gates. An observation important 
in integrated circuit (IC) design was that any logic system can be constructed using only 
a single gate type such as the NAND gate or the NOR gate. For example, NAND gates 
can be connected in such a way as to mimic any gate type, be it a OR gate or a NOT 

gate. Therefore, complex chips that contain thousands of gates can be more reliably 
manufactured if only one gate type is used. 

Even though logic gates are elementary building blocks, in complex digital systems 
such as the microprocessor and the computer, larger building blocks are common. These 
include flip-flops, memories, registers, adders, etc., which are basic arrangements of 
logic gates and to which the remainder of the chapter was devoted. Complex digital 
systems are beyond the scope of this book but many books and courses exist which 
treat the interconnection of such building blocks to form practical systems. The larger 
building blocks were divided into two groups, depending on the logic involved. Com- 
binatorial logic, which is memoryless, has outputs that depend on present input values 
only, with adders and decoders being prime examples of such building blocks. Sequen- 
tial logic building blocks incorporate memory; hence, outputs depend on present as well 
as on past input values. Sequential logic circuits open the digital world to us with de- 
vices such as flip-flop memories, shift registers, and counters. Out of all of the flip-flops 
considered, it is the JK edge-triggered flip-flop which is the workhorse of sequential 
systems. Because it is edge-triggered, that is, it changes state precisely at the time the 
periodic clock signal makes its HIGH-to-LOW or LOW-to-HIGH transition, clocked flip- 
flops bring a high degree of order in complicated digital systems that are prone to chaos. 



274  Chapter  7 Digital Electronics 

P r o b l e m s  

1. Perform a decimal-to-binary conversion (converting a numeral written in base 10 
to the equivalent numeral written in base 2) of the following decimals: 2, 5, 12, 
19, 37, and 101. To reduce confusion, the base can be denoted by a subscript. 
Hint: See the footnote on p. 248 in Section 7.4. 
Ans: 21o = 102,371o = 1001012. 

2. Convert the following binary numbers to decimal numbers: 11,00111, 01101, 
101010. 
Ans: 011012 = 131o. 

3. The octal system uses the digits 0 to 7 for counting. Convert the following octal 
numbers, denoted by subscript 8, to decimals: 58, 128, 5028, 67458. 
Ans: 58 = 51o, 128 = 101o, 5028 = 3221o. 

4. Express the decimal numbers 4, 9, 15, and 99 in the octal system (see Problem 3). 
Ans: 41o = 48,910 = 118. 

5. In the hexadecimal system (base 16), commonly used in microprocessor work, 
the digits 0 to 15 are used for counting. To avoid using double digits, the 10 dec- 
imal digits 0 . . . . .  9 are supplemented with the letters A, B, C, D, E, and F, 
that is, 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, F. Express the decimal numbers 
3, 14, 55, 62, and 255 as hex numbers. 

Ans: 31o = 316,621o = 3C16, 2551o = FF16. 
6. Convert the binaries 0011, 1111, 11000011, and 11111111 to hex. 

Ans: 00112 = 3116, 111111112 = FF16. 
7. Construct a truth table for a triple-input A N D ,  O R ,  N A N D ,  and NOR gate. 

Ans: (partial) 
A B C A - B . C  

0 0 0 0 
0 0 1 0 
0 1 0 0 
0 1 1 0 
1 0 0 0 
1 0 1 0 
1 1 0 0 
1 1 1 1 

8. Three binary waveforms are shown in Fig. 7.35. If these are used as inputs to an 
A N D  and a NOR gate, show the outputs of the gates. 

1 
A 0 [ [ I . . . . . . . . .  I I ~"t 

1 
B 0 I . . . . . . . . .  [ I . . . .  ~ t  

1 
C 0 ] . . . . . . .  ] [ . . . . . . . . . . .  L--~. t 

Fig. 7.35 

9. Similar to Figs. 7.3a and 7.4a, which illustrate an A N D  and O R  gate, connect two 
switches, A and B, a battery, and a bulb to illustrate a N A N D  gate and a NOR gate. 
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Verify the truth tables in Fig. 7.8 for the NAND and N O R gate. 
10. A bus consisting of 16 wires can carry how many binary words? 

Ans: 216 = 65,536. 

11. (a) Show that both voltages A and B must be H I G H  for the AND gate circuit of 
Fig. 7.3c to give a H I G H  output. 

(b) Show that when one of the voltages is zero, the output is 0.7 V, which is logic 
LOW. 

12. For each of the logic circuits shown in Fig. 7.36 write down the logic expression 
for the output F. 
Ans: Fa ----- (A + B ) - C ,  Fc = (A + B)(,~ + I~). 

a b 

A ~ 

B-- 

C-- [ o  I 

A ~ . 

BC 

B: 
--F 

T I 

13. Prove the identity of each of the following Boolean equations: 

(a) AB + All + AB + ~.1] - 1 
(b) AI~ + AB + AB - A + B 
(c) A + AB + AC + AI](~ = A + B + 
(d) ABC + AB(~ + AC - AB + AC 
(e) A + A . B = A  
(f) A . ( A + B ) - A  

--F 

Fig. 7.36 

14. Draw a logic circuit to simulate each of the Boolean expressions given. 

(a) F - A + l~C 
(b) F - (A + B) .  (~ 
(c) F - A + B . A B + A B  

Ans: for (b) see Fig. 7.37. 

A 

B 

C [3x~ I 

- F Fig. 7.37 

15. Use only NAND gates to construct a logic circuit for each of the Boolean functions 
given. 

(a) F -  A + B 



276 Chapter 7 Digital Electronics 

(b) F = A . ( B + C )  
(c) exclusive or A ~ B 

16. Repeat Problem 15 except use only NOR gates. 
17. A logic circuit and three input waveforms A, B, and C are shown in Fig. 7.38. 

Draw the output waveform F. Hint: find the simplest form for F and make a truth 
table for F from which the waveform can be drawn. 

a b 

m ~ . 

B: 

C: 

1 
a o  1 I - t  ,y 

' ?1 I :F B 0 . . . . . . . . . . .  ~_t 

1 ] ' c 
0 I___ t 

Fig. 7.38 

18. Construct an adder that can parallel-add two 2-bit binary numbers A and B, that 
is, A1A0 + B1B0 = C1SiS0, where S stands for sum and C for carry. 

19. Design a three-line to eight-line (3-to-8) decoder which will decode three input 
variables into eight outputs. An application of this decoder is a binary-to-octal 
conversion, where the input variables represent a binary number and the outputs 
represent the eight digits in the octal number system. 

20. Design a 2-to-4 decoder with Enable  input. Use only NAND and NOT gates. The 
circuit should operate with complemented Enable  input and with complemented 
outputs. That is, the decoder is enabled when E is equal to 0 (when E is equal to 
1, the decoder is disabled regardless of the values of the two other inputs; when 
disabled, all outputs are  H I G H ) .  The selected output is equal to 0 (while all other 
outputs are equal to 1). 
Ans: See Fig. 7.39. 

a b 

A 0  �9 

m 1 -- 

E �9 

~ 3  E Aj A o D O D 1 D 2 D 3 
:D O 0 0 0 0 1 1 1 

0 0 1 1 0 1 1 
0 1 0 1 1 0 1 

:Dl 0 1 1 1 1 1 0 

i ~  1 X X 1 1 1 1 
= D 2  T r u t h  t a b l e  

X can be 0 or 1, 
: D3 it does not matter 

Fig. 7.39 

21. An encoder performs the inverse operation of a decoder. Whereas a decoder se- 
lects one of 2k outputs when k address lines are specified, an encoder has 2k input 
lines and k output lines. The output lines specify the binary code corresponding to 
the input values. Design an octal-to-binary encoder that utilizes three, multiple- 
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input OR gates. Use the truth table in the answer to Problem 20, but reverse it, i.e., 
use eight inputs, one for each of the octal digits, and use three outputs that gener- 
ate the corresponding binary number. Assume that only one input has a value of 
1 at any given time. Hint: A = O1 + 03 + 05 + 07, B - 02 + 03 + 0 6  + .9, C = 

you are on your own. 
22. How many states does an SR flip-flop have? 

Ans: Three statesmset (SR = 10, output 1); reset (SR = 01, output 0); hold (SR 
= 00, output stays unchanged). 

23. How many states does a JK flip-flop have? 
Ans: Four states--the three states of an SR flip-flop plus a toggle mode (JK 
= 11). 

24. Sketch the output waveform of an RS flip-flop if the input waveforms are as 
shownin Fig. 7.40. 

R 1 
0 _~t 

S ~ [ . . . . .  ] _~t Fig. 7.40 
1 

Q 0  ~ t  

25. If only JK flip-flops are available, show how they can be converted to D and T 
flip-flops. Sketch the circuit diagrams. 
Ans: For the D flip-flop connect a NOT gate between the J and K terminals and 
a NOT gate between the clock signal and the clock input of the JK flip-flop (a 
NOT gate before the clock input of a JK flip-flop will give a positive-edge trigger; 
however, the NOT gate must be a fast-acting one so as to maintain synchronous 
operation). For the T flip-flop connect the input terminals of JK flip-flop together. 

26. Connect a JK flip-flop to act as a divide-by-two circuit. 
27. A T flip-flop can act as a divide-by-two circuit. Compare its operation to that of 

the JK flip-flop of Problem 7.26. 
28. Two JK flip-flops are connected in series in a manner similar to Fig. 7.24a. If a 

10 kHz square wave is applied to the input, determine and sketch the output. 
29. Using additional gates (a NOT gate, two AND gates, and a OR gate), convert a D 

flip-flop into a positive-edge-triggered JK flip-flop. Note that the D input to the D 
flip-flop is defined by the Boolean expression D = JQ + I~Q. 

30. A 4-bit shift register is shifted six times to the fight. If the initial content of the 
register is 1101, find the content of the register after each shift if the serial input 
is 101101. 
Ans: Initial value of register 1101; input 1, register after first shift 1110; 0, 0111; 
1, 1011; 1, 1101; 0, 0110; 1, 1011. 

31. Design a 2-bit shift register, using D flip-flops, that moves incoming data from 
left to fight. 

32. The serial input to the shift register of Fig. 7.25a is the binary number 1111. 
Assume the register is initially cleared. What are the states after the first and third 
clock pulse? 



278 Chapter 7 Digital Electronics 

Ans: QoQ1Q2Q3 : 1000, QoQ1Q2Q3 = 1110. 
33. Design a 2-bit binary counter using two negative-edge-triggered JK flip-flops and 

describe its output for the first four clock pulses. Assume the counter is initially 
cleared (Q0 : Q1 - 0). 

34. Design a modulo-5 counter that will count up to 4 and on the fifth pulse clear all 
three flip-flops to 0. Use either T or JK flip-flops. 
Ans: Since the count is larger than 4, we need three flip-flops with C L E A R  capa- 
bility. The register needs to be cleared when binary 101 is reached, which can be 
accomplished by adding a NAND gate and connecting its inputs to Q0 and Q2 and 
the output to all three CLEAR terminals. 

35. The counter in Problem 7.33 is a modulo-4 ripple counter (also referred to as a 
divide-by-four tipple counter). The difficulty with such counters is that the output 
of the preceeding flip-flop is used as the clock input for the following flip-flop. 
Since the output of a flip-flop cannot respond instantaneously to an input, there 
is a small time delay in each successive clock signal which is known as a ripple 
delay. If many flip-flops are involved, the cumulative time delay can cause the 
counter to malfunction. For speedy clock signals, tipple delay cannot be tolerated. 
Convert the 2-bit tipple counter of Problem 33 to a synchronous counter in which 
the clock signal is applied simultaneously to all flip-flops. 

36. A counter uses flip-flops which have a 5 ns delay between the time the clock input 
goes from 1 to 0 and the time the output is complemented. 

(a) Find the maximum delay in a 1-bit binary tipple counter that uses these flip- 
flops. 

(b) Find the maximum frequency the counter can operate reliably. 
Arts" 50 ns, 20 MHz. 

37. How would you modify the RAM cell in Fig. 7.32 to act as a ROM cell? 
38. What is the length of each word in a 256 x 8-bit RAM? 

Ans: 8 bits long. 
39. How many bits can be stored in a 256 x 8-bit ROM? 
40. How many words of data can be stored in a 256 x 8-bit ROM? 

Ans: 256. 
41. In the elementary RAM cell of Fig. 7.32 find the Output if S = 1, Read/Write  

= 0, and I n p u t -  1. 
42. If each word in RAM has a unique address, how many words can be specified by 

an address of 16 bits? If each word is byte long (8 bits long), how many memory 
cells must the RAM have? 
Ans: 65536, 524288. 

43. Arrange a 6-bit RAM as a 2 x 3-bit RAM and show its connection diagram. Label 
the input lines, the output lines, the decoder, and the address lines. 
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The Digital Computer 

8.1 INTRODUCTION 

This chapter and the following one deal with applications of the material developed in 
the preceding chapters. Needless to say, there are numerous other examples for which 
analog and digital electronics have served as the underlying base. But perhaps for so- 
ciety today, the most pronounced developments in technology have been the digital 
computer and more recently digital communication networks. Because these two disci- 
plines share the same binary language of O's and l's, computing and communications 
have merged and advanced with revolutionary results as exemplified by the Internet 
and its World Wide Web. The information revolution, also known as the "third" revo- 
lution, which the digital computer heralded 50 years ago has profoundly changed the 
way society in general works and interacts. This revolution followed the 18th century 
industrial revolution, which in turn followed the agricultural revolution of about 10,000 
years ago. All have been technology-based, but the "third" revolution is by far the most 
sophisticated. This chapter will try to provide you with a working knowledge of the 
computer--specifically the personal computer. 

The first digital computers were built on college campuses by John Atanasoff in 
1937-1942 and by John Mauchly and Presper Eckert, Jr., in 1946 with government 
sponsorship. These were soon followed by the commercial machines UNIVAC 1 and 
IBM 701. These computers had no operating system (OS), but had an assembler pro- 
gram which made it possible to program the machine. Soon primitive operating sys- 
tems and the first successful higher-order language FORTRAN (formula translation) 
followed, which allowed engineers and scientists to program their problems with rela- 
tive ease. The birth of the personal computer (PC) was more humble. In a garage with 
meager personal funding, Steve Wozniak and Steve Jobs breadboarded the first personal 
computer in 1976 and started the PC revolution. Their first series of Apple computers 
was followed by the Macintosh, which had a new and novel operating system (the Mac 
OS) based on a graphical user interface (GUI) with the now familiar click-on icons 
that many, even today, claim is a superior operating system for PCs. However, Apple's 

279 
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refusal to license the Mac OS allowed the IBM-compatible PC to dominate the market. 
It was under Andrew Grove that the Intel Corporation pioneered the famous 8086 fam- 
ily of chips (286, 386, 486, Pentium, Pentium II, Pentium III, etc.) that became the basis 
for the IBM-compatible PCs. This, in turn, inspired another computer whiz, Bill Gates, 
and the then-fledgling Microsoft Corporation to create the DOS and Windows operating 
system software that now dominates the computing scene. 

8.2 T H E  P O W E R  O F  C O M P U T E R S - - - T H E  S T O R E D  

P R O G R A M  C O N C E P T  

Before the computer, machines were dedicated, which means that they were single- 
purpose machines. They pretty much were designed and built to do a single job. An 
automobile transports people on land, a ship transports in the water, and an airplane 
transports in the air. It is true that an airplane can do the job of a fighter or a bomber, 
but to do it well it must be designed and built for that purpose. In other words the 
differences between the Queen Mary, an Americas Cup yacht, and a battleship can be 
more profound than their similarities. Imagine a machine that could do all the above. A 
computer comes very close to that. Its design is a general machine, which is referred to 
as the hardware and which operates from instructions which we refer to as software. As 
the applications can be very broad and can come from many disciplines, the tasks that 
a computer can perform are also very broad. It is like a fictitious mechanical machine 
which, according to the type of program that is inserted in it, acts as an airplane or as a 
ship, automobile, tank, and so on. A computer is that kind of a machine. It can act as a 
word processor; it can do spreadsheets; it can do mathematics according to instructions 
from Mathematica, Maple, Matlab, etc.; it can play games; it can analyze data; it facil- 
itates the Internet; it executes money transfers; and on and on. This then is the stored 
program concept: instructions and data are loaded or read into an electrically alterable 
memory (random access memory or RAM) which the computer accesses, executes, and 
modifies according to intermediate computational results. It has the great advantage that 
the stored programs can be easily interchanged, allowing the same hardware to perform 
a variety of tasks. Had computers not been given this flexibility, that is, had they been 
hardwired for specific tasks only, it is certain that they would not have met with such 
widespread use. For completeness it should be stated that two inventions sparked the 
computer revolution: the stored program concept and the invention of the transistor in 
the late 1940s which gave us tiny silicon switches, much smaller than vacuum tubes, 
and which in turn gave birth in 1959 to integrated circuits with many transistors on a 
single, small chip. This set in motion the phenomenal growth of the microelectronics 
industry, which at present produces high-density chips containing millions of transistors 
at lower and lower cost, thereby making possible the information revolution. 

8.2.1 Computat ional  Science 

Until the age of powerful computers, new theories and concepts introduced by engi- 
neers and scientists usually needed extensive experiments for confirmation. Typically 



Section 8.2 The Power of Computers---The Stored Program Concept 281 

models and breadboards (a board on which experimental electronic circuits can be laid 
out) needed to be built, often at prohibitive costs and sometimes not at all due to the 
complexity and large scale of the experiment. Today, experiments often can be replaced 
by computational models which can be just as accurate, especially in complex situations 
such as weather prediction, automobile crash simulations, and study of airflow over air- 
plane wings. Thus to theory and experimentation, the backbone of scientific inquiry, we 
have added a third discipline, that of computational science, 1 which provides solutions 
to very complex problems by modeling, simulation, and numerical approximation. 

8.2.2 Microcontrollers, Microprocessors, and Microcomputers 

In a sense all three of the above can be referred to as computers. Besides the pro- 
cessor, all three types have some memory in the form of RAM and ROM (read-only 
memory) and some control circuitry. Microcontrollers are self-contained ICs (inte- 
grated circuits)--frequently referred to as single-chip computers. Generally they are 
programmed at the factory to perform a specific function by themselves. They are de- 
signed typically for applications which do not involve significant numerical computa- 
tion but may require modest amounts of communication with other devices and nonnu- 
merical capabilities such as serial input/output, precise measuring of time, and analog- 
to-digital and digital-to-analog conversion. Such applications include traffic light con- 
trollers (controlling relays to turn up to 20 or so different sets of lights on and off) and 
MIDI systems (serial communicationmMIDI stands for musical instrument digital in- 
terface). In the literature they are also characterized as microprocessors with simpler 
system structures and lower performance. Controllers are embedded in cordless tele- 
phones, electronic cash registers, scanners, security systems, automobile engines, disk 
drives, and a variety of home and industrial applications such as refrigerators and air 
conditioners. In fact, electric lights are almost the only electrically powered devices 
that do not use microcontrollers. Even though microcontrollers and microprocessors 
share many architectural features, they differ in important respects. A microcontroller 
is generally a one-chip integrated system meant to be embedded in a single application. 
The chip, therefore, is likely to include a program, data memory, and related subsystems 
which are needed for the computer aspect of the particular application. By contrast, a 
microprocessor drives a general-purpose computer whose ultimate application is not 
known to the system designers. 

The single-chip computer is evolving rapidly. Low-cost consumer items such as mi- 
crowave ovens, shavers, toasters, tape players, and toys are served by 4-bit controllers 
which process information in groups of 4 bits at a time. Four-bit chips are ill-suited 
to running programs written in high-level languages, 2 which typically are byte or word 

1 We have to distinguish this term from computer science, which is the study of computers and computa- 
tion. Computational science is that aspect of any science that advances knowledge in the science through the 
computational analysis of models. Like theory and experimentation, it is now one of the three legs of that 
science. 

2 See the next section on programming languages. 
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oriented (a byte is 8 bits; a word is usually 2 bytes). Four-bit chips would therefore 
have to execute multiple operations to do the simplest things. As 4-bit controllers have 
little compiler support, programming must be done in assembly language, which is 
slow and tedious. In part for these reasons 8-bit controllers dominate the market, es- 
pecially in embedded-control applications such as television sets, disk drives, and car 
radios, as well as in personal computer peripherals such as printers, joysticks, mice, and 
modems. In more advanced applications, 16-bit controllers are deployed in disk drives, 
automobile engine control, and generally in industrial control. In still more advanced 
applications 32-bit chips are employed in communication boards, laser printers, and 
some video games. In highly competitive fields such as video games, 64-bit embedded 
controllers are now common, with 128-bits for high-end game stations. The ability to 
process 128-bit words at a time makes these controllers very powerful indeed. It should 
be understood that since all conversations with the control unit of a computer are in bi- 
nary language, the power and speed with which a computer operates is proportional to 
the ease with which it can handle large binary words. The ability to accumulate, store, 
operate upon, and output these very large binary words is achieved by assembling on 
a single chip massive arrays of the basic circuits and devices discussed in the previous 
chapter. 

Summarizing, we can state that the microcontroller is a single-chip computer ded- 
icated to a single task, mainly control applications. A microprocessor is an integrated 
circuit that contains all the arithmetic, logic, and control circuitry to perform as the cen- 
tral processing unit of a computer, i.e., a complete CPU on a single IC chip. Adding 
memory to the chip and some input/output (I/O) ports, it becomes a computer-on-a-chip. 
Adding external memory in the form of high-speed semiconductor chips (RAM and 
ROM) and peripherals such as hard and floppy disks and CD-ROM drives for storage 
of software programs, as well as various I/O devices such as monitors, keyboards, and 
mice, it becomes a microcomputer, of which the personal computer is the best example. 
PCs are low-cost machines that can perform most of the functions of larger computers 
but use software oriented toward easy, single-user applications. It is not worthwhile to 
make precise distinctions between types of computers in a rapidly changing environ- 
ment as, for example, PCs and workstations can now perform tasks that seemingly only 
yesterday minicomputers and only mainframes could do. 

8.2.3 Communicating with a Computer: Programming Languages 

Programming languages provide the link between human thought processes and the 
binary words of machine language that control computer actions, in other words, in- 
structions written by a programmer that the computer can execute. A computer chip 
understands machine language only, that is, the language of 0 and l's. Programming 
in machine language is incredibly slow and easily leads to errors. Assembly languages 
were developed that express elementary computer operations as mnemonics instead of 
numeric instructions. For example, to add two numbers, the instruction in assembly 
language is ADD. Even though programming in assembly language is time consum- 
ing, assembly language programs can be very efficient and should be used especially 
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FIGURE 8.1 Programming languages provide the link between human thought statements and the 0 and 
1 's of machine code which the computer can execute. 

in applications where speed, access to all functions on board, and size of executable 
code are important. A program called an assembler is used to convert the application 
program written in assembly language to machine language. Although assembly lan- 
guage is much easier to use since the mnemonics make it immediately clear what is 
meant by a certain instruction, it must be pointed out that assembly language is coupled 
to the specific microprocessor. This is not the case for higher-level languages. Higher 
languages such as C and Pascal were developed to reduce programming time, which 
usually is the largest block of time consumed in developing new software. Even though 
such programs are not as efficient as programs written in assembly language, the sav- 
ings in product development time when using a language such as C has reduced the use 
of assembly language programming to special situations where speed and access to all 
a computer's features is important. A compiler is used to convert a C program into the 
machine language of a particular type of microprocessor. A high-level language such 
as C is frequently used even in software for 8-bit controllers and is almost exclusively 
used in the design of software for 16-, 32-, and 64-bit microcontrollers. 

Figure 8.1 illustrates the translation of human thought to machine language by use 
of programming languages. 

Single statements in a higher-level language, which is close to human thought ex- 
pressions, can produce hundreds of machine instructions, whereas a single statement 
in the lower-level assembly language, whose symbolic code more closely resembles 
machine code, generally produces only one instruction. 

Figure 8.2 shows how a 16-bit processor would execute a simple 16-bit program 
to add the numbers in memory locations X, Y, and Z and store the sum in memory 
location D. The first column shows the binary instructions in machine language. Sym- 
bolic instructions in assembly language, which have a nearly one-to-one correspondence 
with the machine language instructions, are shown in the next column. They are quite 
mnemonic and should be read as "Load the number at location X into memory location 
A; add the number at location Y to the number in memory location A; add the number at 
location Z to the number in memory location A; store the number in memory location A 
at location D." This series of assembly language statements, therefore, accomplishes the 
desired result. This sequence of assembly statements would be input to the assembler 
program that would translate them into the corresponding machine language (first col- 
umn) needed by the computer. After assembly, the machine language program would 
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Machine 
language 
instructions 

0110 0011 0010 0001 
0100 0011 0010 0010 
0100 0011 0010 0011 
0111 0011 0010 0100 

Assembly 
language 
instructions 

LDA X 
ADA Y 
ADA Z 
STA D 

FORTRAN 
language 
instructions 

D = X + Y + Z  

FIGURE 8.2 Three types of program instructions. Machine language gives instructions as 0 and l's and 
is the only language that the computer understands. Assembly language is more concise but still very cum- 
bersome when programming. A high-level language such as FORTRAN or C facilitates easy programming. 

be loaded into the machine and the program executed. Because programming in assem- 
bly language involves many more details and low-level details relating to the structure 
of the microcomputer, higher-level languages have been developed. FORTRAN (FOR- 
mula TRANslator) was one of the earlier and most widely used programming languages 
and employs algebraic symbols and formulas as program statements. Thus the familiar 
algebraic expression for adding numbers becomes a FORTRAN instruction; for exam- 
ple, the last column in Fig. 8.2 is the FORTRAN statement for adding the three numbers 
and is compiled into the set of corresponding machine language instructions of the first 
column. 

8 . 3  E L E M E N T S  O F  A C O M P U T E R  

Fundamental building blocks for digital systems were considered in the previous chap- 
ter. We can treat logic gates as elementary blocks which in turn can be arranged into 
larger building blocks such as registers, counters, and adders, which are the fundamen- 
tal components of the digital computer. A personal computer is basically the addition of 
memory, control circuitry, I/O devices, and a power supply to a microprocessor that acts 
as the CPU. 3 The basic computer architecture of a PC is given in Fig. 8.3. A discussion 
of each subsystem will now be given. For the subsystems that are more complex such 
as the CPU, a more detailed study will be given in subsequent sections. 

In the construction of a modern computer, Fig. 8.3, the CPU, memory, clock circuits, 
and I/O interface circuits are placed on a single printed-circuit board, typically called 
the motherboard, main logic board, or system board. This board, which normally has 
extra sockets and expansion slots for additional memory and custom logic boards, is 
then placed in a housing which also contains a power supply, the hard drive, floppy 
drives, a CD-ROM drive, speakers, etc., and is then collectively known as the computer. 
In a computer such as a PC there is no need for an external bus as shown in Fig. 8.3, 
since the system is self-contained. An external bus, however, would be needed when 

3For purposes of this chapter we can assume CPU and microprocessor to mean the same thing. 
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FIGURE 8.3 The architecture of a digital computer. The keyboard, monitor, and so on that are connected 
by buses to the CPU are referred to as input/output devices or peripherals. The connection for any given 
peripheral is referred to as an I/O port. 

the computer is used in a laboratory, for example, controlling or receiving data from 
instruments. 

8.3.1 The Central Processing Unit 

The CPU can be likened to a conductor in an orchestra; with the help of a clock it syn- 
chronizes the efforts of all the individual members of an orchestra. The CPU is the most 
complicated and mysterious of all the subsystems in a computer and frequently is re- 

ferred to as its brains. Contained within the CPU is a set of registers, an arithmetic and 
logic unit (ALU), and a control unit as shown in Fig. 8.8b. These three sections of the 
CPU are connected by an internal bus within the CPU which may not neccessarily be 

the same width as the bus external to the CPU. Before running a program, the software 
for the program must first be fetched from storage (such as a hard disk) and installed in 
RAM. To execute a program, the microprocessor (CPU) successively transfers instruc- 
tion codes from the external program memory (RAM) to an internal memory circuit 
(register) and executes these instructions. Registers are made up of high-speed CPU 

memory (small internal memory located on the CPU chip) and hold and store bytes be- 
tween execution cycles of the computer. The calculating functions are accomplished by 
the ALU, which contains, at a minimum, an adder for two binary words. The addition 

of bytes is the most important task of the ALU since the functions of subtraction, mul- 
tiplication, etc., can be carried out in terms of it. By means of the clock, the control unit 
synchronizes all the digital circuits in the CPU. 

Instructions and data to and from a CPU are carried on a bus which is a set of elec- 
trical lines that interconnect components. These lines can be traces on a printed circuit 
board or parallel wires imbedded in a flat plastic ribbon. The number of wires is pro- 
portional to the word size in bits that the processor can handle. For example, if the 
processor can execute 8 bits at a time (an 8-bit word), the bus will have 8 wires and the 

processor is referred to as an 8-bit CPU. More powerful processors run at faster clock 
speeds (execute instructions faster) and can handle larger words at a time, which means 
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that such things as saving files and displaying graphics will be faster. The early Zilog 
Z80, an 8-bit CPU, had a 16-bit address and an 8-bit data bus; a 16-bit processor like 
the MC68000 has a 24-bit address and 16-bit data; a 32-bit processor like the 80386 
has a 32-bit address and 32-bit data; and the Pentium (which is not called a 80586 be- 
cause numbers cannot be trademarked) and the Power PC have 64-bit data and a 32-bit 
address. It can be expected that data size in more powerful processors will continue to 
increase beyond 64 bits, as, for example, 128 bits in PlayStation 2, but address buses 
larger than 32 bits, which can already locate 232 = 4,294,967,296 addresses, might 
not be essential. On the other hand, the Intel Epic architecture and the alpha processor 
family are pure 64-bit architectures, operating on 64-bit data and addresses. 

8.3.2 Clock 

In Section 7.5 we showed that in order for sequential logic circuits to operate in an 
orderly fashion they were regulated by a clock signal. Similarly for a computer, the 
timing control is provided by an external clock (a crystal oscillator circuit) 4 that pro- 
duces a clock signal which looks like a square wave shown in Fig. 7.20b. This regular 
and steady signal can be considered the heartbeat of the system. All computer opera- 
tions are synchronized by it. The square-wave clock signal provides two states (top and 
bottom of the pulse) and two edges (one rising, one falling) per period that are used in 
switching and timing various operations. Edge-triggering is preferred as this leads to 
devices with more accurate synchronization since edges are present only a short time in 
comparison with the tops or bottoms of pulses. 

Figure 8.4 shows a basic CPU operating cycle which is an instruction-fetch inter- 
val followed by an instruction-execute time, which together occupy two periods of the 
clock signal. (Note that instructions requiting data from external memory and complex 
instructions like multiply and divide can take several cycles.) It should be clear now that 
the speed of a computer is intimately related to the instruction-fetch-execute sequence. 

Clock 
Signal 

f negative l edge 
I - P e r i ~  "~[ / ~positive I triggered 

I state 1 ~ positive / level [ l/ , I negativeJ triggered 

I , s ctio    ns  tion  
~ fetch ~ execute 

FIGURE 8.4 A CPU instruction cycle. 

4A crystal oscillator is a thin, encapsulated vibrating piezoelectric disk which generates a precise sinu- 
soidal signal. By some additional circuitry, this signal is shaped into the desired square wave and is made 
available to all circuits of the computer. The crystal is typically external to the CPU and is located somewhere 
on the motherboard. 
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Slower or older computers required many clock cycles to perform elementary opera- 

tions whereas modern computers can do complex ones within a single clock period. 5 

Processor speed is usually stated in millions of clock cycles per second, or megahertz 

(MHz). No instruction can take less than one clock cyc l e - - i f  the processor completes 

the instruction before the cycle is over, the processor must wait. C om m on  processors 

operate at speeds from 8 MHz to 1000 MHz (1 GHz). At 8 MHz, each clock cycle 

lasts 0.125 millionths of a second (0.125#s);  at 100 MHz, 0.01/zs; and at 300 MHz, 

0.0033/zs = 3.3ns (nanoseconds).  

In addition to raw megahertz speed, smart design augments the newest processors '  

capabilities. These processors contain a group of circuits that can work on several in- 

structions at the same t ime- - s imi la r  to a factory that has several assembly lines running 

at the same time. The more instructions a processor can work on at once, the faster it 

runs. The Motorola  68040 microprocessor,  for example,  can work on six instructions at 

once. The older 68030 is limited to four. That is why a computer  with a 25 MHz 68040 

is faster than one with a 25 MHz 68030. 

8 .3 .3  R A M  

Random access memory  is an array of memory  registers in which data can be stored 

and retrieved; it is short-term memory  and is sometimes called read-wri te  memory.  It is 

memory  that is external to the microprocessor,  usually in the form of a bank of semicon- 

ductor chips on the motherboard (logic board) to which the user can add extra memory  

by purchasing additional chips. R AM  is volatile, meaning that it is a storage medium in 

which information is a set of easily changed electrical patterns which are lost if power 

is turned off because the electricity to maintain the patterns is then lost. 6 For this reason 

magnetic disks or tapes which have the advantage of retaining the information stored on 
them even when the computer  is off are used for permanent  storage. They can do this 

because they store information magnetically, not electrically, using audio and video tape 

technology which lays down the information as a sequence of tiny permanent  magnets 

on magnetic tape. The downside of disk storage is that it is about 200,000 times slower 

in transfer of information than RAM is (typically 60 ns for R A M  and 10 ms for hard 

disks). Hence, if disk storage has to be used when working with an application program 

in which information and data are fetched from memory,  processed, and then temporar- 

5Efficiency is directly related to computer speed. The fewer clock cycles per instruction, the better. For 
example, the Motorola 68020 microprocessor takes 6 clock cycles to move data from a register to the logic 
board's main memory, while the newer 68040 takes just 1 clock cycle. The 68040, one of the fastest of 
the older processors, executes instructions at an average rate of 1.25 clock cycles each. Today's processors 
achieve an average of close to one instruction per cycle. Clock speed, expressed in MHz (megahertz), is 
how fast the processor runs. For ordinary tasks such as word processing one might not notice how fast a 
computer is. However, with processor-intensive tasks such as working with and displaying graphical images 
or calculating Jr to 10,000 digits, processor speeds less than 100 MHz become painfully slow. 

6RAM chips store data in rows and columns in an array of transistors and capacitors and use a memory- 
controller circuit to retrieve information located at specific addresses. The chips must be constantly refreshed 
with electrical pulses to keep the charges current. 
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ily stored, and this cycle is repeated over and over during execution of a program, one 
can see that the program would run terribly slow. It is precisely for this reason that 
high-speed RAM is used during execution of a program and is therefore referred to as 
the main memory. The slower disk storage is referred to as secondary memory. 

Virtual memory is a clever technique of using secondary memory such as disks to 
extend the apparent size of main memory (RAM). It is a technique for managing a 
limited amount of main memory and a generally much larger amount of lower-speed, 
secondary memory in such a way that the distinction is largely transparent to a com- 
puter user. Virtual memory is implemented by employing a memory management unit 
(MMU) which identifies what data are to be sent from disk to RAM and the means of 
swapping segments of the program and data from disk to RAM. Practically all modern 
operating systems use virtual memory, which does not appreciably slow the computer 
but allows it to run much larger programs with a limited amount of RAM. 

A typical use of a computer is as follows: suppose a report is to be typed. Word- 
processing software which is permanently stored on the hard disk of a computer is 
located and invoked by clicking on its icon, which loads the program from hard disk 
into RAM. The word-processing program is executed from RAM, allowing the user 
to type and correct the report (while periodically saving the unfinished report to hard 
disk). When the computer is turned off, the RAM is wiped clean--so if the report was 
not saved to permanent memory, it is lost forever. Since software resides in RAM during 
execution, the more memory, the more things one is able to do. Also---equivalently-- 
since RAM is the temporary storage area where the computer "thinks," it usually is 
advantageous to have as much RAM memory as possible. Too little RAM can cause the 
software to run frustratingly slow and the computer to freeze if not enough memory is 
available for temporary storage as the software program executes. A minimum amount 
for modern PCs begins with 16 megabytes (MB) for ordinary applications such as word 
processing, increases to 32 MB for data bases and spread sheets, and then to 128 MB (or 
as much as possible in excess of that) for graphics work, which is very RAM-intensive. 
In other words, the more RAM you have, the more efficient your computer will be. 
Typical access times for memory chips is 50-100 ns. If a CPU specifies 80 ns memory, 
it can usually work with faster chips. If a slower memory chip is used without additional 
circuitry to make the processor wait, the processor will not receive proper instruction 
and data bytes, and will therefore not work properly. 

In the 1980s capacities of RAMs and ROMs were 1 M x 1 bit (1-megabit chip) and 
16 K x 8 bit, respectively, and in the mid-1990s 64 M x 1-bit chips became available. 
Memory arrays are constructed out of such chips and are used to develop different word- 
width memories; for example, 64 MB of memory would use eight 64 M • 1-bit chips 
on a single plug-in board. A popular memory size is 16 MB, consisting of eight 16- 
megabit chips. (Composite RAM, which has too many chips on a memory board, tends 
to be less reliable. For example, a 16 MB of composite RAM might consist of thirty- 
two, 4-megabit chips, while an arrangement with eight, 16-megabit chips would be 
preferable.) The size of memory word width has increased over the years from 8 to 16, 
32, and now 64 bits in order to work with advanced CPUs which can process larger 
words at a time. The more bits a processor can handle at one time, the faster it can 
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work; in other words, the inherent inefficiencies of the binary system can be overcome 
by raw processing power. That is why newer computers use at least 32-bit processors, 
not 16-bit processors. And by processing 32 bits at a time, the computer can handle 
more complex tasks than it can when processing 16 bits at a time. A 32-bit number can 
have a value between 0 and 4,294,967,295. Compare that to a 16-bit number's range of 
0 to 65,535, and one sees why calculations that involve lots of data--everything from 
tabulating a national census count to modeling flow over an airplane wing or displaying 
the millions of color pixels (points of light) in a realistic image on a large screen--need 
32-bit processors and are even more efficient with 64-bit processors. A simple 16 x 8-bit 
memory array is shown in Fig. 8.5. 

8.3 .4  R O M  

Read-only memory is permanent and is indelibly etched into the ROM chip during 
manufacture. ROM contains information (usually programs) that can be repeatedly read 
by the computer but cannot be modified. For example, when a computer is first turned 
on, there are no operating instructions because the computers main memory (RAM) 
is "empty. ''7 For a computer to start up it first executes a bootstrap program residing 
in ROM. The bootstrap program, which is permanently stored on ROM chips, is an 
initialization program (located at a special place in the addresss space) which actually is 
a small part of the operating system. 8 The instructions on the ROM cause the computer 
to look for the remaining and major part of the operating system, which can be on a 
floppy disk or CD-ROM, but usually is stored on the hard disk, and install the operating 
system into the computer 's working memory, or RAM. It is only now that the desired 
application software can be loaded from floppies, CD-ROM, or the hard disk into RAM, 
after which the computer is ready to do useful work. 

Besides containing the bootstrap program, ROMs can give a particular type of com- 
puter some of its character. Some makes are better suited for number crunching, while, 
for example, Macintosh computers are especially suitable for a graphical user interface 
because Macintosh ROM contains elements of the software that implements that inter- 
face, even though, generally speaking, it is the operating system that gives a computer 
its character. 

7Empty implies that the RAM does not contain information that can be understood or interpreted by the 
computer. 

8There are two primary categories of software: operating systems and applications. Operating system 
software is designed to perform system and computer management utility and/or "housekeeping" functions 
such as directing the central processor in the loading, storage, and execution of programs and in accessing 
files, controlling monitors, controlling memory storage devices, and interpreting keyboard commands. Ex- 
amples of operating systems include Windows 3.1/95/98/2000/NT, Mac OS, MS-DOS, Xenix, Unix, Novell, 
etc. This special software serves as the interface between the computer, its peripheral devices--such as disk 
drives, printers, and displays--and the application programs. 



290 Chapter 8 The Digital Computer 

8.3.5 Interfaces  

A glance at the basic architecture of a digital computer, Fig. 8.3, shows that after consid- 
ering the clock, ROM, and RAM, which are the nearest and most essential components 
to the CPU, the remaining items are the internal and external peripherals. Common 
to these peripherals are interfaces. These are positioned between the peripherals and 
the CPU. For example, the disk drive, typically an internal component, requires a disk 
controller interface to properly communicate with the CPU, as is the case for external 
components such as the keyboard, monitor, printer, and modem. Why is an interface 
needed at the point of meeting between the computer and a peripheral device? An anal- 
ogous situation exists when a German-speaking tourist crosses into France and finds 
that communication stops, and can only resume if an interface in the form of translator 
or interpreter is available. The need for special communication links between the CPU 
and peripherals can be summarized as follows: 

(a) Since many peripherals are electromechanical devices, a conversion of signals is 
needed for the CPU, which is an electronic device. 

(b) Electromechanical devices are typically analog, whereas CPUs are digital. 
(c) To represent the 0 and l's, the CPU data bus uses fixed voltages (0 and 5 V, or 0 

and 3.3 V). Peripherals most likely use other voltage levels or even nonelectrical 
signals such as optical ones. 

(d) The data transfer rates of peripherals are typically slower than the transfer rate 
of the CPU. For proper data communication, synchronization and matching of 
transmission speeds is required, and is accomplished by an interface. 

(e) A given microprocessor has a fixed number of bus lines which can differ from 
that used in peripherals. 

(f) Peripherals and CPUs can use different data codes because there are many ways 
to encode a signal: serial, parallel, different bit size for the words, etc. 

The matching or interfacing between the CPU and peripherals is usually in terms of 
hardware circuits (interface cards). For example, a disk drive is matched to the CPU by 
a disk controller card, which is a circuit board with the necessary control and memory 
chips to perform the interfacing; one of the interfaces for connecting a computer to the 
Internet is an Ethernet card which is placed in one of the free expansion slots of the 
computer. In addition to hardware, the interface between the CPU and peripherals can 
also include software (emulation programs). There are trade-offs between hardware 
and software. If hardware is used for the interface, the advantage is speed, whereas 
the disadvantages are cost and inflexibility. The advantage of software is versatility, 
whereas its main disadvantage is its slow speed. 

In Fig. 7.32 a 1-bit memory cell is shown, and Fig. 7.33 shows how such single 
memory cells are used to form a 4 • 4-bit RAM. Combining this with the decoder of 
Fig. 7.34, it is now straightforward to show a CPU-RAM interface. For simplicity a 
16 • 8-bit memory array is shown interfacing with a CPU in Fig. 8.5. The 16 • 8-bit 
array is formed from eight 16 • 1-bit memory chips. The various memory locations are 
accessed via the address bus, and the contents of each memory location are transferred 
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FIGURE 8.5 The interface between the CPU and RAM. 

over the data bus. Ready is a handshake signal from the memory to the CPU which 
indicates that the desired memory location has been accessed, its contents are stable, and 
the next operation can proceed. It is an asynchronous interface signal not directly related 
to the system clock. The read and write control signals on the R/W bus control the 
memory operation in progress at any time. Even though it appears that the CPU-RAM 
interface consists of connecting wires only, and therefore is not shown as a separate 
block in Fig. 8.3, it can be more complicated, including buffers and gates. 

8 . 3 . 6  I n t e r r u p t s  

When the computer is communicating with peripherals that have a low data speed such 
as the keyboard, the much faster computer has to wait for the data to come from these 
devices. To avoid unnecessary waiting, the CPU is designed with special interrupt inputs 
which allow the processor to carry out its normal functions, only responding to I/O 
devices when there are data to respond to. On receipt of an interrupt, the CPU suspends 
its current operation and responds to the I/O request; that is, it identifies the interrupting 
device, jumps ("vectors") to a program to handle it, and performs the communication 
with it, which may be acquisition of new data or execution of a special program. After 
the interrupt routine is completed, the CPU returns to the execution of the program that 
was running at the time of the interrupt. This is an efficient procedure in the sense that 
the processor communicates with devices only when they are ready to do so rather than 
have the processor continually asking I/O devices whether they have any data available. 

An interrupt interface is not explicitly shown in Fig. 8.3 but is assumed to be part of 
the interface block between each I/O device and the CPU. There are other features of 
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interrupts, as, for example, the priority interrupt: a typical computer has a number of 
I/O devices attached to it with each device being able to originate an interrupt request. 
The first task of the interrupt system is to identify the source of the interrupt and, if 
several sources request service simultaneously, decide which is to be serviced first. 

8.3.7 The Three Buses 

The remaining subsystem of a computer that we need to consider are the three buses, 
shown in Fig. 8.3, that run from the CPU and connect together all subsystems, both 
internal and external (keyboard, monitor, etc.). These are parallel buses, consisting of 
parallel wires, allowing for parallel transfer of data (see bus discussion, p. 285). For 
example, if a word were a byte long (8 bits long) and needed to be transferred from 
memory to the CPU, then the data bus would consist of eight parallel wires with each 
wire carrying a specific bit. A parallel-wire bus makes it possible for all 8 bits stored 
in a specific memory location to be read simultaneously in one instant of time. This 
is the fastest way to transfer data between the CPU and peripherals, and since speed 
in a computer is extremely important, parallel transfer of data inside a computer is 
invariably used. Serial transfer of data, which takes a byte and transmits each bit one at 
a time over a single wire, is much slower and is used in links where stringing eight wires 
would be prohibitively expensive, for example, when interconnecting remote computers 
by telephone modems. In a typical computer, both serial and parallel ports are provided 
for communication interface with the outside world. 

The address bus carries the location in memory where data are to be found or placed 
(read or written). Addresses are binary coded, meaning that with a 16-bit address bus 
(16 parallel wires), 216 -- 65536 locations can be selected. The address bus is a unidi- 
rectional line in the sense that information flows from the CPU to memory or to any of 
the I/O peripherals. 

The control bus carries instructions when the CPU requires interactions with a sub- 
system, turning on the subsystem of interest and turning off other subsystems. Clock 
pulses, binary signals to initiate input or output, binary signals to set memory for read- 
ing and writing, binary signals to request services by means of interrupts, bus arbitration 
to determine who gets control of the bus in case of conflict, etc., are carried on the con- 
trol bus. Individual lines may be bidirectional, that is, data flow may be going in both 
directions to the CPU and the subsystem, or unidirectional, going only to the CPU or 
the subsystem. 

The data bus, 9 usually the widest bus in modem computers (64 bits or larger in 

9Frequently, the data-carrying bus internal to the microprocessor--the processor path--is referred to as 
the data bus, while external to the CPU it is called the I/O bus. The bit width (word size) of the processor 
path is the number of bits that the processor is designed to process at one time. Processor bit width typically 
is equal to or less than the external data path. For example, a Pentium computer is usually characterized 
as a 64-bit computer because the external I/O bus is 64 bits wide. However, the internal processor path for 
a Pentium is 32 bits. Hence, the larger amount of data carried by the I/O bus must que up to the CPU for 
processing. Thus, the larger the data path, the more data can be queued up to be immediately processed. On 
processors with internal cache memory, the data path between the cache and processing unit is the same as 
the processor path. 
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FIGURE 8.6 (a) All subsystems or units are connected in parallel to the bus, thus reducing the number of 
interconnections. (b) A tristate logic circuit showing high impedance when control is low (0 or off) and low 
impedance when C is high (1 or on). 

workstations), carries the program instructions and transfers data between memory, I/O 
devices, and the CPU. The data bus is bidirectional as it is used for sending and receiving 
of data. 

The bus system solves a difficult computer problem. The number of internal connec- 
tions in a complicated electronic circuit such as a computer would be t remendous-- i t  
would be unacceptably high if made in the conventional way. The bus is a completely 
different connection structure. All circuits or systems intended to communicate with 
each other are connected in parallel to the bus as shown in Fig. 8.6a or Fig. 8.3 with 
the information flow time-multiplexed to allow different units to use the same bus at 
different times. With such an arrangement it is easy to add or remove units without 
changing the structure of the overall system. For example, it is straightforward to add 
additional memory, a modem, or a CD-ROM drive to a computer. Data reception can 
take place by all the connected systems at the same time because each has a high input 
impedance. That is, each system on the bus will see all of the data placed on the data 
bus lines. However, the data on the data bus are usually intended for a specific unit with 
a particular address. The address bus then determines if the available information is to 
be processed or ignored. If the address of a unit matches that on the address bus, the 
data are provided to that unit with the remaining units not enabled. Transmission of 
data, however, is restricted to only one transmitting system or unit at a time. The trans- 
mitting unit is enabled when it assumes a low output impedance. Figure 8.6b shows 
how the CPU and the control bus determine a high and low impedance- -each  line is 
driven with a tristate logic device (true, false, and hi-Z) with all drivers remaining in the 
disconnected state (hi-Z, meaning high impedance) until one is specifically enabled by 
a properly addressed control signal. 

Even though the bus structure offers a high degree of flexibility, it has a disadvantage 
in the sense that only one word at a time can be transmitted along the bus. However, an- 
other further advantage is that a computer system can be readily extended by expanding 
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its bus. This is done by designing and building computers with several onboard ex- 
pansion slots which are connected to the bus. A user can now expand the basic system 
beyond its original capabilities simply by adding plug-in boards into its expansion slots. 
There are numerous boards available for the personal computermin fact many plug-in 
boards far exceed the host computer in terms of power and sophistication. 

A critical issue in the PC market is the type of expansion bus architecture. AS stated 
before, the "wider" the bus, the faster one is able to do things like save files and display 
graphics. Hence, along with processor speed, the bus type helps determine the com- 
puter's overall speed. The most common PC bus architectures are the 16-bit ISA (In- 
dustry Standard Architecture), the 32-bit VLB (VESA local bus), and the most recent, 
64-bit PCI (Peripheral Component Interconnect). PCI is a high-performance expansion 
bus architecture that was originally developed by Intel to replace the traditional ISA 
and EISA (Enhanced Industry Standard Architecture) buses found in many 8086-based 
PCs. The fast PCI bus is used for peripherals that need fast access to the CPU, mem- 
ory, and other peripherals. For fastest performance, the choice would be a PC with a 
PCI bus, although a versatile PC should include some ISA expansion slots as well as 
PCI expansion slots. A PC with the older ISA bus architecture is acceptable as PCI 
is backward-compatible (PCI cards fit in ISA slots). Newer Macintosh computers use 
the PCI bus running at 33 MHz with a maximum throughput of 132 MB per second, 
whereas older Macintoshes used the NuBus, which is a 32-bit data bus, 32-bit address 
bus running synchronously at 10 MHz with a maximum throughput of 40 MBps. 

Bus speeds must constantly improve to keep pace with ever-increasing microproces- 
sor speeds. High-end computers have CPUs that run at gigahertz rates with bus speeds 
that run at 200 MHz. Because the speed of a bus affects the transfer of bits, a faster 
bus means faster transfer of information in and from the CPU. A bus relies on its own 
internal clock, which may be slower than the CPU clock. Slow bus clocks affect the 
rate at which instructions are executed. Because buses cannot bring instructions to the 
CPU as quickly as the CPU can execute them, a bottleneck is created on the way to and 
from the CPU, causing CPU delays in instruction execution. Graphics-intensive pro- 
grams require high bandwidth. Recall that bandwidth is the amount of data that can be 
transmitted in a certain period of time. Thus graphics can create bottlenecks and would 
benefit the most from a fast bus. The accelerated graphics port (AGP) is a new fast 
bus which runs between the graphics controller card and main RAM memory and was 
developed and is dedicated to graphics. The function of this additional bus is to relieve 
the main bus from carrying high-bandwidth graphics, with the result that data traffic on 
the main bus is reduced, thus increasing its throughput. 

Ports are physical connections on a computer through which input or output devices 
(peripherals) communicate with the computer (PC). Peripherals can be serial or parallel 
in nature, requiting serial or parallel ports for connection with the computer. For ex- 
ample, keyboards, mice, and modems connect to serial ports, while printers generally 
connect to parallel ports. In serial communication the bits are sent one by one over 
a single wire, which is slow, cheap (single wire), and reliable over long distances. In 
parallel communication all bits of a character are sent simultaneously, which is fast, 
expensive, (every bit has its own wireml6 wires for a 2-byte character, for example), 
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and not as reliable over long distances. However, inside a computer where distances 
are short, parallel communication with multiwire buses (which resemble belts) is very 
reliable. Typically an interface card (video, disk drive, modem, etc.) plugs into the 
motherboard. The card contains a port into which an external device plugs into and 
thereby allows the external device to communicate with the motherboard. For example, 
SCSI (Small Computer System Interface) is an interface that uses parallel communica- 
tion to connect numerous devices (by daisy-chaining) to a single port. SCSI needs a 
fast bus and is usually plugged into the PCI bus. Another parallel interface is IDE; it is 
used to connect hard disks and CD-ROM and DVD drives. As already mentioned, a PC 
uses ISA and PCI bus architecture, with PCI the newer and faster bus. The capability of 
SCSI to link many peripherals was combined with the speed of the PCI bus to develop 
two new buses. USB (Universal Serial Bus) is used for medium-speed devices with a 
transfer rate of 12 Mbps. It can link 127 devices to a single USB port. The second bus 
is Firewire (IEEE 1394). It is a very fast serial bus that can transfer large amounts of 
data with a transfer rate of 400 Mbps and can connect 63 devices. It is typically used 
for video and other high-speed peripherals. Both newer buses support plug-and-play, 
which is a user-friendly technology that requires little set up effort by the user: the PC 
identifies a new device when plugged in and configures it, and the new device can be 
added while the PC is running. 

8.3.8 The Peripherals: Hard Disk, Keyboard, Monitor, Printer, and 
Modem 

The combination of the peripherals interconnected by the three buses with the CPU and 
memory is what constitutes a computer. 

The medium most commonly used for storing information generated using a com- 
puter is called a disk. The two principal types of storage devices 1~ are floppy diskettes 
and hard drives. Floppy diskettes are usually used for installing newly acquired software 
programs and storing user-generated data files. The hard disk (also known as the hard 
drive or disk drive) is the permanent storage space for the operating system, programs, 
configuration files, data files, etc. Obviously, the larger the drive, the more files it can 
save. New machines come with drives larger than 1 GB (gigabyte). The large space is 
needed when large graphics or sound files are stored. As a minimum one needs 400 MB 
for system software, 32 MB of RAM and at least as much as for virtual memory/swap 
space as you do RAM, 100 MB for network drivers/communication software and Inter- 
net applications and 300 MB for user applications such as Microsoft Office, the popular 
integrated set of tools for word processing, data base and spreadsheet creation. Graphics 
programs and graphics data quickly exceed such minimum specifications. 

10For extensive use of graphics or sound, CD-ROM and DVD drives, which use optical, massive storage 
media, are preferred. Because graphic and sound files are so large, many libraries of these files and applica- 
tions that use them are sold on CD-ROM. 
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Hard  Drives  

Hard drives are usually not removable from the computer. The disks are made of metal 
with a magnetic coating rather than plastic with a magnetic coating (as for floppies) 
and their rigidity allows them to be spun faster than a floppy disk can be, resulting in 
faster information storage and retrieval times. To store information on disk, the logic 
board converts digital signals from its memory into analog signals--varying electrical 
currentsmand sends them to the disk drive. Inside the disk drive, this current flows 
through a tiny electromagnet called a read-write head, which floats above the magnetic 
coating of a rotating disk. Most disk drives have two heads, one for each side of the 
disk. The variations in the current going through the head set the orientation of magnetic 
particles in the coating. The pattern of information--which is laid down as a sequence 
of tiny permanent magnets in the coat ing--encodes the data. 

When the drive retrieves information, the differently oriented magnetic particles in- 
duce a changing electrical current in the read-write head. The drive's circuitry converts 
the changing current into digital signals that the logic board can store in its memory. 

The drive arranges recorded information on the disk in concentric bands called tracks; 
each track is divided into consecutive sectors, ll A 1.44 MB floppy disk, for example, 
has 80 tracks with a total of 1440 sectors on each side of the disk (18 sectors per track, 
and 512 bytes per sector). To position the read-write heads over a specific track, a step- 

per  motor  turns a precise amount left or fight. This circular motion of the stepper is 
converted to back-and-forth motion by a worm gear attached to the head assembly. A 
flat motor spins the disk platter at a specific speed, so that information passes by the 
read-write heads at a known rate. With the heads positioned over the track requested 
by the logic board, the drive circuitry waits for the requested section to come around 
and then begins transferring information. Data can be transferred at rates of tens of 
megabytes per second, but because of the complex addressing which is mechanically 
performed, it takes on the order of 10 ms to reach the data. Compare that with the 
60-80 ns access time of semiconductor RAM. 

A file transferred to a disk consists of a directory and data. The data are all the 
programs and documents stored on your disk. The directory is an index that contains 
the name, location, and size of each file or subdirectory and the size and location of the 
available space on the disk. The reason why deleted files can sometimes be recovered is 
that when deleting, only parts of the directory entry are erased with the data remaining 
intact. If a subsequently placed file does not override data of the deleted file, it usually 
can be recovered. 

11 The magnetic coating of a disk, after manufacture, is a random magnetic surface, meaning that the tiny 
magnets that exist on the surface have their north-south poles arranged in a random pattern. During initializing 
or formatting of a disk, the read-write head writes the original tracks and sector information on the surface 
and checks to determine whether data can be written and read from each sector. If any sectors are found to be 
bad, that is, incapable of being used, then they are marked as being defective so their use can be avoided by 
the operating system. ~ 
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K e y b o a r d s  

Pressing and releasing keys actuates switches under the keys. A microcontroller inside 

the keyboard continuously looks for switch transitions, such as a key press or key re- 

lease, and sends numeric transition codes to the logic board, identifying the keys you 

press and release. The system software translates the transition codes to character codes, 

such as ASCII (American Standard Code for Information Interchange). 

V ideo  M o n i t o r  

A video monitor is a descendent of a television set. It is only the additional receiving 

circuitry in a TV that distinguishes it from a monitor. However, a TV when used as 

a monitor has a resolution which is generally inferior to that of a computer monitor. 

The 4.2 MHz video bandwidth 12 of a TV restricts the screen display to a horizontal 

resolution of about 40 characters across the screen. Since a typical typed page has 

about 80 characters across, a TV monitor would appear blurred and barely readable if 

used in word-processing. It is clear that a computer monitor should have a bandwidth 

of at least 8.4 MHz so as to be able to display at least an 80-column page. 

When evaluating a monitor, we need to know the monitor 's ability to display color 

and its resolution. The monitor will display no more colors or finer resolution than its 

highest potential, no matter how much computer memory or processor power is avail- 

able. For color display, monitors are ranked by their ability to display tens, hundreds, 

thousands, or more different color differentials. For example, if your video card is ca- 

pable of 4-bit color, then only 16 colors can be displayed, but if it is 16-bit capable, 256 

colors are possible. Resolution is expressed as the number of pixels (points of light) 

displayed across the screen by the number displayed up and down the screen. Numbers 

commonly seen for monitors are 640 x 480 or 1024 x 768 at a refresh rate of 60, 67, or 

75 Hz. A refresh rate is the rate at which the image on a display is redrawn. A rate of 

70 Hz or higher provides flicker-free displays. Refreshing is the process of constantly 

restoring information that fades away when left alone. In the case of a monitor, the 

phosphor dots or pixels on a monitor screen need to be constantly reactivated by an 

electron beam to remain illuminated. PC users will often find the combination of ability 

to display color and resolution expressed in rankings like VGA, hundreds, or thousands 

of colors with 640 x 480 resolution. The standards for what defines the various mon- 

itors, like VGA or SVGA, are not clearly defined, but SVGA monitors (1024 x 768 at 

12Theoretically, a TV set that can display an image on the screen with a horizontal resolution of 500 pixels 
per line (commonly referred to as 500 lines of horizontal resolution) and vertical resolution of 525 raster lines 
at a rate of 30 screens (frames) per second displays 500 x 525 x 30 = 7.875 million pixels per second. A 
sinusoidal video signal which, when displayed on the TV screen, results in one dark and one light pixel per 
period of the video signal has a bandwidth of 7.875/2 = 3.94 million hertz, which is approximately equal 
to the bandwidth of the video circuitry in a TV set. In practice, however, only about 350 lines of horizontal 
resolution are realized in a TV set. A typical character (such as a letter of the alphabet) on a monitor screen 
is composed of an 8 • 10 pixel array. Allowing 2 pixels between characters, we obtain 350/(8 + 2) = 35 
characters per line for a TV monitor, clearly not adequate for an 80-column display. 
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72 Hz) will most likely meet the needs of today's user. Monitor size is a fairly obvious 
feature. However, larger monitors should have higher resolution levels, otherwise the 
screen display will appear granular. 13 For example, a 19-inch monitor has a recom- 

mended resolution of 1280 x 1024 pixels. 
Finally, the remaining criteria are the dot pitch size and whether the monitor is inter- 

laced or noninterlaced. Dot pitch is the distance in millimeters between the individual 
dots or pixels on a monitor screen. All other things equal, the less space between pixels, 
the better, since it allows for more pixels to be displayed, giving better resolution. A 
dot pitch in the range of 0.28 mm is acceptable. Interlaced monitors refresh the screen 
in a pattern of every other line and take two passes over the screen for a complete re- 
fresh. These monitors "jump" more and are more difficult on the eyes. Noninterlaced 
monitors refresh the screen in one pass without skipping any lines and are preferable. 

Video  R A M  ( V R A M )  

VRAM is the memory used to display video. It determines how many colors the com- 
puter can display as well as the size of the monitor it can support. If your computer is 
expandable in this way, more VRAM can be installed for high-powered graphics work 
(for which the 1 MB of VRAM that usually comes with a computer is inadequate). 
Whereas in older systems it was adequate to display 16 colors, the newer graphical user 
interfaces require at least 256 colors. A screen image can occupy between 22 K and 
2 MB of memory, depending on size and color. Some computers store screen images in 
the logic board's main memory, leaving less RAM for other uses. It is more efficient to 
store screen images in VRAM exclusively, freeing up the main RAM for programs and 
data storage. Currently SDRAM is the standard and for a resolution of 1280x 1024 a 

card with at least 16 MB is needed. 

M o d e m s  

Inside the computer, fast communication between the CPU and peripherals, such as the 
hard disk, is by parallel data transport in which parallel words are sent over flat, multi- 
wire ribbon cables which rarely exceed several feet in length. For data transmission over 
long distances, it is more efficient in terms of cost to transmit the data bit after bit, which 
requires only a single conductor pair. Any single line such as a telephone line, coaxial 
cable, or fiberoptic cable uses serial data transport. A modem (modulator/demodulator) 
is a device that allows your computer to communicate with another remote computer by 
using ordinary telephone lines. Anywhere one can make a telephone call, one can send 
a computer message by modem. It is a slow connectionmtypical  rates are 28.8, 33.6, 
or 56 kilobits per second (kbps), which are adequate for e-mail and bulletin boards but 
marginal for downloading graphics, sound, and video files that can be many megabytes 

13Higher-resolution monitors can display more pixels than lower-resolution monitors. High resolution is 
more fine-grained. Lower resolution yields coarser results and/or a smaller image. Low-resolution images 
use less memory to display and take up less space on your hard disk. 
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in size. For comparison, a fast serial connection would be a direct connection to the 
Internet with an Ethernet card installed in your computer and a coaxial cable; con- 

nection speeds are then 10 megabits per second (Mbps) or higher. An advantage of 
modem connections, on the other hand, is their low cost because they are slow serial 

connections. Serial transmission of data sends one bit at a time which, for slow sending 
speeds, is suitable for the single wire pair of an ordinary telephone connection. Tele- 

phone lines are slow-speed lines restricted to a bandwidth of only 4 kilohertz (kHz). 
ISDN and ADSL are specially installed, costly telephone lines which are faster (ISDN 
at 128 kbps; ADSL up to several Mbps, depending on the distance from the central of- 
rice) but are still much slower than a direct connection to the Internet by coaxial cable 
or the still faster fiberoptic cable. 14 

Serial interfaces are integrated circuits that convert parallel words from the data bus 
into serial words (and vice versa). Serial words can be used to transfer bits from one 
place to another or from one computer to another using a transmission line. Serial in- 
terface ICs are now part of every microcomputer. These ICs can be used to physically 
wire together several computers which are in close proximity to each other in a local 
area network (LAN). The wiring can be telephone wire or other inexpensive cable as 

long as the LAN is confined to distances on the same floor or building. A computer can 
then exchange messages and files serially with nearby computers that are in the LAN. 
For larger distances, these ICs are used by modems for the transmission of computer 
data over telephone lines. Before this can be done, two things must occur. First, the 
interface must have a standard for the multipin connector and for the signal characteris- 
tics when interfacing a computer with a modem. The industry, in 1962, adopted the RS- 
232 protocol for asynchronous (no common clock) serial data communications between 
terminal devices (printers, etc.), computers, and communications equipment (modems, 
etc.). This standard is now widely used between computers, terminals, keyboards, print- 
ers, plotters, digitizers, and other devices that can tolerate slow communication speeds, 
that is, maximum data rates in the kilobyte per second range. Second, a device must 
be present that converts the electrical pulses, or bits, from the computer into continuous 

signals, or tones, suitable for transmission over ordinary analog telephone lines. This 
function is performed by a modem. Another modem at the receiving end converts the 
analog signal, or tones, from the telephone into digital pulses the computer can under- 
stand. 15 The need for conversion arises because the sharp-edged digital pulses produced 

by the serial interface have a frequency content which is much too high to be transmitted 
over the narrow band telephone lines. As stated in the previous paragraph, telephone 
bandwidth has a maximum of 4 kHz, and as can be seen in Fig. 9.4c a microsecond 

14This topic is treated in greater depth in the next chapter. 
15Most modems are analog products. They are designed to send sound along the same sort of twisted-pair 

wires that your voice telephone uses. A modem sends and receives data as combinations of tones. At the slow 
speed of 300 bps, the originating modem sends binary O's as 1070 Hz tones and l's as 1270 Hz tones, and at 
the same time receives O's as 2025 Hz tones and 1 's as 2225 Hz tones from the other modem. At transmission 
speeds above 1200 bps, modems encode digital data by varying the phase of tones (how they overlap) instead 
of their frequency, encoding 2 bits of data per phase shift. Additional material on modems can also be found 
in Example 9.19. 
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FIGURE 8.7 A modem is used to transmit computer data over telephone lines. The RS-232 standard sig- 
nals are Tx, transmitted data (to modem); Rx, received data (to computer); RTS, request to send (to modem); 
CTS, clear to send (to computer); CD, carrier detect (to computer); DSR, data set ready (to computer); DTR, 
data terminal ready (to modem); and RI, ring indicator (to computer). 

(#s) pulse contains frequencies up to 1 MHz, far exceeding telephone line bandwidth. 
Figure 8.7 shows a telephone communication path between two computers. The RS- 
232 interface provides the various signaling lines which are connected to the telephone 
modem. Notice that the transmit and receive lines are crossed in the telephone system 
because during normal operation the mouthpiece transmitter at one end is connected to 
the earpiece receiver at the other end. The RS-232 standard defines all the signals on 
the connector, a commonly used subset of which is shown in Fig. 8.7. Even this trun- 
cated listing is excessive as most cabling uses only three lines: Tx, Rx, and SG (signal 
ground) with data, control, and status information all being exchanged on these lines. 

There are many factors that can affect modem performance, including the brand of 
modem, the time of day one is calling, where one calls from, and the age difference 
between the communicating modems. To communicate effectively, a modem must be 
compatible with the modems at the other end of the telephone line. For example, a 
56 kbps modem and a 28.8 kbps modem can only communicate at 28.8 kbps at best. 
Even slight hardware differences between two modems can cause connection problems. 
Poor performance can also be due to heavy traffic over physical telephone lines, such as 
during the day when lines in general are more heavily used. Certain telephone subsys- 
tems tend to generate excessive line noise that may also cause connection problems. 

There is also some jargon associated with modems. The more important are V.90 
technology, which allows modems to receive data at up to 56 kbps; V.34, meaning data 
up to 28.8 kbps; V.32bis, meaning data up to 14.4 kbps (V.32bis modems fall back to 
the next lower speed when line quality is impaired and continue to fall back further 
as necessary, but also fall forward when line conditions improve); and V.42bis implies 
compression/error correction. Error correction checks for mistakes in transmission due 
to line noise and transparently resends data if necessary. Data compression looks at 
data being sent "on-the-fly" and recodes it to transmit more efficiently. V.42 is the 
international standard for error correction. V.42bis (which includes V.42) is a standard 
for data compression. 
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Finally, in addition to the software that comes with your particular modem, which is 
adequate for text-based access (e-mail), it is useful to have PPP (Point to Point Proto- 
col) software which makes a modem-to-modem telephone link look like a direct Internet 
connection, albeit a slow one. With PPP one can run a variety of networking software 
(Netscape, Explorer, Fetch, etc.) that will not otherwise work with terminal programs 
such as ProComm. For additional information on connecting to the Internet see Exam- 
ple 9.19. The older SLIP (Serial Line Internet Protocol) is still in use and is supported. 

8 .3 .9  I n s t r u m e n t a t i o n  B u s e s  

A computer system can also be extended, as shown in Fig. 8.3, by expanding its bus 
to include external peripherals such as laboratory equipment designed to feed data to 
a computer. At the end of Section 8.3.7 on "The Three Buses" some standard system 
expansion buses such as the PCI bus were discussed. An external bus standard, the 
RS-232, initially designed to connect modems to computers, already introduced in the 
previous section, is a bit-serial, asynchronous connection using a 25-wire cable. The 
RS-232 serial interface port transmits and receives serial data 1 bit at a time. It has been 
updated as the RS-232C standard and is now used to connect other peripherals such as 
printers. Most popular PCs provide for RS-232C interfaces. 

Manufacturers of laboratory equipment designed to be connected to a computer use 
a byte-serial interface designated as IEEE-488. It is a general-purpose, parallel instru- 
mentation bus consisting of 16 wires, featuring 8 data lines and 8 control lines. The 
8 data lines give this bus a byte-wide data path ("byte-serial" means transmitting and 
receiving 1 byte at a time). The control lines are used to connect the various instruments 
together. Each instrument connected to the bus can be in one of four different states: 
it can be idle, acting as a talker, acting as a listener, or controlling communication be- 
tween talkers and listeners. IEEE-488 interface electronics are widely available on PCs, 
allowing laboratory instruments to be connected to this bus. The specification states 
that the bus can support at most 15 instruments with no more than 4 m of cable between 
individual instruments and not more than 20 m of overall cable length, with a maximum 
data rate of 1 megabyte per second (MBps). The intent was to provide interconnection 
for instruments within a laboratory room of typical dimensions. 

SCSI, a parallel bus (although not as true an instrumentation bus as the IEEE-488), 
was initially developed to interface hard disk and tape backup units to a host computer 
but has since become a more general-purpose standard. Unlike RS-232C, SCSI can 
support multiple processors and up to eight peripheral devices, and unlike the IEEE-488 
bus, it is not restricted to a single host processor. A 50-wire connector is standard in the 
SCSI I/O bus, which includes 9 data lines (8 data plus parity) and 9 control lines. Data 
transfers can take place up to 4 MBps in synchronous mode, decreasing to 1.5 MBps in 
asynchronous mode. The SCSI protocol is moderately sophisticated. Protocol refers to 
the set of rules or conventions governing the exchange of information between computer 
systems: specifically, the set of rules agreed upon as to how data are to be transferred 
over the bus. Thus, as we have seen, there can be many different ways to transfer data 
between the CPU and the peripherals, in addition to being classified as synchronous 
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or asynchronous, depending on whether or not the transfer bears a relationship to the 
system clock. SCSI data transfer can be divided into three primary steps: arbitration, 
selection, and information. The CPU first checks if the bus is free. If it is, it then takes 
control of it. During selection, the CPU flags the target peripheral with which it desires 
to communicate. This is followed by the target responding with the type of information 
transfer in which it is prepared to engage: data in/out, message in/out, command request, 
or status acknowledgment. The CPU and peripherals communicate using a set of high- 
level command bytes, transmitted in packets. Macintosh computers were one of the first 
to use the SCSI bus. 

The separate lines in a multiwire bus are termed traces. One should not readily as- 
sume that these bus standards merely involve assignments of particular traces to specific 
processor functions. Signal traces must be treated as transmission lines which posses 
distributed capacitance (farads/meter), distributed inductance (henries/meter), and char- 
acteristic impedance. This comes about because we cannot treat signals on such lines as 
propagating with infinite speed and producing the same instantaneous voltages and cur- 
rents everywhere on the line--as is commonly assumed in electric circuits. The fact is 
that signals propagate down the line at speeds less than the speed of light, requiring ap- 
proximately 1.5 ns to travel 1 ft. As the wire length and the signal frequency increases, it 
becomes more and more essential not to assume zero propagation time but to take the fi- 
nite propagation time into account. Such transmission lines must be properly terminated 
(matched), otherwise transmitted signals will be reflected by a receiving device. The re- 
flected signal can severely interfere with the transmission of information in the forward 
direction. For example, plugging an I/O board of impedance 20f2 into a bus that acts 
like a transmission line with a characteristic impedance Zo equal to 100f2 will produce a 
reflected signal at the board location with voltage equal to (100-20) / (100+20)  = 67% 
of the incident signal voltage. Such a large reflection will introduce significant errors, 
unless the wire lengths are very short. The matching problem is accentuated for fast 
computers which carry data in excess of gigabit rates (a gigabit per second digital sig- 
nal has a gigahertz fundamental frequency with a nanosecond period). Transmission 
lines and how to properly terminate them is addressed in Section 9.5.5. 

8.4 THE CPU 

In this section we will examine the CPU in greater detail. Typically, the CPU chip 
is the largest on the motherboard, usually square in shape, and about 1 in. by 1 in. 
as illustrated in Fig. 8.8a. Figure 8.8b shows the main components that make up the 
CPU of Fig. 8.3. In Fig. 8.3 the CPU box was intentionally left blank as the emphasis 
in that figure was on the bus structure and the I/O devices connected to it. Registers 
are high-speed memory used in a CPU for temporary storage of small amounts of data 
(or intermittent results) during processing and vary in number for different CPUs. In 
addition to the ALU (arithmetic and logic unit), registers, and the control unit, a CPU 
has its own bus system (the internal bus) which connects these units together and also 
connects to the external bus. The bus system shown in Fig. 8.3 is therefore an external 
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F I G U R E  8.8 (a) Sketch of a typical CPU chip. (b) The main components of a CPU. (c) A simplified 
diagram of a microprocessor. (Note that the distinction between a CPU and a microprocessor is vague. 
Normally, a CPU is considered to be a subset of a microprocessor; also a microprocessor is assumed to have 
more RAM available to it.) 

bus (also known as the I/O bus) and is typically wider than the internal CPU bus, which 
only needs to carry operations that are always well-defined (see footnote 9 on p. 292). 

As already pointed out in Figure 8.4, a microprocessor is essentially a programmable 
sequential logic circuit, with all operations occurring under the control of a system 
clock. The CPU clock regulates the speed of the processor and it synchronizes all the 
parts of the PC. The general mode of operation follows a rather simple pattern. In- 
structions are fetched one at a time from memory and passed to the control unit for 
subsequent decoding and execution. The fetch-decode-execute sequence, however, is 
fundamental to computer operation. Hence, the CPU contains storage elements (regis- 
ters) and computational circuitry within the ALU which at minimum should be able to 
add two binary words. To perform these functions, the CPU needs instruction-decoding 
as well as control and timing circuitry. These units, interconnected by the internal bus, 
are shown in Fig. 8.8c. 

Summarizing, we can state that the primary functions of a CPU are 

(a) fetch, decode, and execute program instructions 
(b) transfer data to and from memory and to and from I/O (input/output) devices 
(c) provide timing and control signals for the entire system and respond to external 

interrupts 

When executing a program, the CPU successively transfers the instruction codes 
from the program memory 16 to an internal memory register and executes the instruc- 

16The software program is read beforehand into RAM. Fetching different instructions will take varying 
numbers of system clock cycles. Memory reads and writes may take several clock cycles to execute. A 
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tions. In Fig. 8.8c this is accomplished by sequentially loading the instruction register 
with instruction words from the program memory. The translation of the coded words, 
which are strings of 0 and l's, to a real operation by the CPU is performed by the 
instruction decoder and the control unit. The instruction decoder interprets the data 
coming from the data 16us and directs the control unit to generate the proper signal for 
the internal logic operations such as read and write. The control unitmwhich is not 
a single block as shown in the figure but is actually distributed throughout the entire 
system---coordinates, by means of the clock, actions of both the CPU and all the pe- 
ripheral circuits in the system. 

Keeping track of the location of the next instruction in the program is the task of the 
program counter, which is a special register in the CPU. This register is incremented 
by 1 for every word of the instruction after each instruction is "fetched" from memory, 
placed into the instruction register, and executed. The program counter always points to 
the memory location where the next instruction is to be found (its output is the address 
of the location where the next instruction code is stored) and is updated automatically as 
part of the instruction fetch-decode-execute cycle. The program counter deviates from 
this routine only if it receives a jump or branch instruction, at which time it will point to 
a nonsequential address. Also, whenever the CPU is interrupted by an external device, 
the contents of the program counter will be overwritten with the starting address of the 
appropriate interrupt service routine. Much of the power of a computer comes from 
its ability to execute jump and interrupt instructions. Unlike the data bus, which must 
be bidirectional because data can go from CPU to memory as well as from memory to 
CPU, the address bus is unidirectional because the CPU always tells the memory (not 
vice versa) which memory location data are to be read from or written to. 

Basic operations are executed by the arithmetic and logic unit. Even the simplest 
ALU has an adder and a shifter (shifting a number to the fight or left is equivalent to 
multiplying or dividing by a power of the base). For example, if the ALU is directed to 
use the instruction ADD tO add two binary numbers 0000 1010 and 0000 0101, the first 
number is placed in the accumulator and the second number is placed in the temporary 
register. The ALU adds the numbers and places the sum 0000 1111 in the accumulator 
and waits for further instructions. Typically the ALU can perform additional functions 
such as subtraction, counting, and logic operations such as AND, OR, and XOR. The 
results of all ALU operations are fed back via the internal data bus and stored in one 
of the accumulator registers. Of critical importance to the programmer is the status 
register which contains CPU status information. The status register is a group of flip- 
flops (or 1-bit flags) that can be set or reset based on the conditions created by the last 
ALU operation. One flip-flop could indicate positive or negative results, another zero 
or nonzero accumulator contents, and another register overflow. Such flags (also known 
as status bits) are used in the execution of conditional branching instructions. Based on 
the condition created by the last ALU operation, particular flag bits will determine if the 

computer with a word length of 8 bits is not restricted to operands within the range 0 to 255. Longer operations 
simply take two or three such cycles. More can be accomplished during a single instruction fetch-decode- 
execute cycle with a 16-bit processor, and still more with a 32-bit one. 
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CPU proceeds to the next instruction or jumps to a different location. The temporary, 
accumulator, and status registers are frequently considered to be part of the ALU. 

Two buffers are shown bridging the internal and external buses in Figure 8.8c. The 
data bus is bidirectional so the CPU, memory, or any peripheral device (which are all 
connected to the bus at all times) can be senders or receivers of data on this bus. How- 
ever, only one device at a time can "talk." To avoid conflict, data from any device to the 
bus must be transferred through a tristate buffer (similar to the tristate logic of Fig. 8.6b) 
which acts as open or closed switches, thereby enabling only one output at a time. For 
example, when data are to be transferred from the CPU to memory, control signals en- 
able (closed switch) the tristate buffers on the CPU and disable them (open switch) on 
the memory. The data from the CPU thus appear on the bus and can be stored by the 
memory. To transfer data from memory to CPU, the conditions of the tristate buffers 
are reversed. The tristate buffer thus has the enabling outputs of logical 0 and 1 and the 
disabling high-impedance state when it effectively disconnects the output from the bus. 
Typically, tristate buffers also include memory registers which are used to temporarily 
hold data which are being transferred from one device to another. This can be used to 
compensate for the different rates at which hardware devices process data. For example, 
a buffer is used to hold data waiting to be printed as a printer is not able to keep pace 
with the characters reaching the printer from a CPU. The CPU is thus freed to do other 
tasks since it can process data at a much faster rate. Similarly buffeting is used when 
the CPU and peripheral devices have different electrical characteristics as, for example, 
when a CPU which operates at 5 V must interact with peripheral devices with many 
different voltage levels. 

8.5 HEXADECIMAL NUMBERS AND MEMORY 
ADDRESSING 

Microprocessors are generally programmed in a high-level language (e.g., FORTRON or 
C); a compiler program converts the high-level instructions to machine language, which 
is subsequently executed. Assembly language, more efficient but also more cumber- 
some, is used for small programs or to improve the efficiency of portions of programs 
compiled from high-level language; an assembler program converts the instructions to 
machine language. Rarely is machine language used to program a microprocessor be- 
cause the instruction sets, which are long strings of 0 and l's, become unwieldy for 
humans. 

8.5.1 H e x  N u m b e r s  

Since the basic word length in microprocessors is an 8-bit word called a byte (a poor 
acronym for "by eight"), it is convenient to express machine language instructions in 
the hexadecimal number system rather than in the binary system. Hex numbers are to 
the base 16mlike binary numbers are to the base 2 and decimal numbers to the base 10. 
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The footnote to Section 7.4 on p. 248 gives examples of binary and decimal numbers. 
Similarly, we can state a hexadecimal number as 

�9 . - + x .  163 + x .  162 + x .  161 + x .  160 (8.1) 

where each x is one of 16 numbers: 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, A, B, C, D, E, F (to 
avoid using double digits for the last 6 numbers, the letters A to F are used). 

It is common to denote a hex number by the letter H (either at the end or as a sub- 
script). Thus OH = 0n = 016 is equal to 0 in binary (02) and 0 in decimal (010). 
Similarly F H  = FH = F16 = 1510 -- 11112. The binary number 11011, which is used 
in the Section 7.4 footnote, can be expressed as a hex number by using (8.1); this gives 

2 7 1 o -  110112= 1 .16  l + B . 1 6 0 -  1 B H - -  1BH (8.2) 

Hence binary 11011 is equal to 1B in hex. 
In the following table we give the equivalent numbers in decimal, binary, and hex- 

adecimal: 

Decimal Binary Hex 

0 0000 0 
1 0001 1 
2 0010 2 
3 0011 3 
4 0100 4 
5 0101 5 
6 0110 6 
7 0111 7 
8 1000 8 
9 1001 9 
10 1010 A 
11 1011 B 
12 1100 C 
13 1101 D 
14 1110 E 
15 1111 F 

This table shows that the 16 digits of the hex number system correspond to the full range 
of all 4-bit binary numbers. This means that 1 byte can be written as two hexadecimal 
digits, as is illustrated in the following table" 

Byte Hex number 

00000000 00 
00111110 3E 
10010001 91 
ll011011 DB 
11111111 FF 
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EXAMPLE 8.1 Express the following binary numbers in hex and decimal: (a) 10001, 
(b) 1010011110, and (c) 1111111111111111. 

To express each binary number as a hex number, we first arrange the number in 
groups of four binary digits and identify each group with the equivalent hex number 
using the above tables. Thus 

(a) 

10001 = 0 0 0 1 0 0 0 1  = 0001 0001 = 11 or 1116 

To find the decimal equivalent, we can use the hex number, which gives 

1. 1 6 1 + 1 - 1 6 ~  17 or 1710 

or the binary number, which gives 

1 �9 24 + 0 . 2 3  + 0.22  + 0 . 2 1  + 1 �9 2 o = 17 

(b) Similarly 

1 0 1 0 0 1 1 1 1 0  = 0 0 1 0  1001 1110 = 

2. 162+ 9 . 1 6 1 + 1 4 . 1 6 0  = 

29E or 29E16 

670 or 67010 

1.29 + 0 . 2 8 +  1.27 + 0 . 2 6 + 0 . 2 5 +  1 .24+  1 .23+  1 .22+  1.21 + 0 . 2  o = 670 

(c) Similarly 

1111 1111 1111 1111 = F F F F o r F F F F 1 6  

15.163 + 15.162 + 15.161 + 15.160 = 65535 or 6553510 

1 �9 215 + . . .  + 1 �9 2 o -- 65535 II 

8 . 5 . 2  M e m o r y  A d d r e s s i n g  

From the above, we see that the largest 8-bit word (1111 1111) is FF in hex, the largest 
12-bit word is FFF, and the largest 16-bit word is FFFF. A 2-byte word (16-bit word) 
can have 216 -- 65,536 combinations. Hence, when used in addressing, a 2-byte address 
can locate 65,536 memory cells. The first location will have the address 0000 and 
the last FFFF, giving a total of 65,536 addresses (65,536 is obtained by adding the 0 
location to the number FFFF = 65535, similar to the decimal digits 0 to 9, which are 
10 distinct digits). 

The digital codes for representing alphanumeric characters (ASCII) such as the let- 
ters of the alphabet, numbers, and punctuation marks require only 8 bits. In other words, 
1 byte can hold one ASCII character such as the letter B, a comma, or a percentage sign; 
or it can represent a number from 0 to 255. Therefore, computers are structured so that 
the smallest addressable memory cell stores 1 byte of data, which can conveniently be 
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represented by two hexadecimal digits. 17 Because a byte contains so little informa- 
tion, the processing and storage capacities of computer hardware are usually given in 
kilobytes (1024 bytes) or megabytes (1,048,576 bytes). 

By addressable, we mean a cell has a unique address which locates its contents. If an 
address consists of 8 bits, the addressing capability or the largest number of cells which 
can be uniquely selected is 28 = 256. This range is called the address space of the 
computer, and it does not need to have actual memory cells for all of these locations. 
A small computer could have an address space of 64kB; however, if the application 
only calls for 4kB, for example, only 4kB of memory need be included and the other 
60kB of address space is not used. Sixty-four kilobytes (64K) memory, 18 which has 
216 _ 6 5 , 5 3 6  memory locations, each of which contains one byte of data or instruction 
denoted by a two-digit hex number, is illustrated in Fig. 8.9a. Each location has a 2- 
byte (16-bit) address, which is also given in hex form by the four-digit hex number. As 
shown, the addresses range from 000016 to FFFF16 with a particular memory location 
such as FFFE containing byte 7A. If this is a RAM-type of memory, the control unit 
determines if information can either be read from or written to each memory location. 

EXAMPLE 8.2 An Intel 8088 microprocessor may be interfaced with 64 K of mem- 
ory. In a typical configuration the memory is divided into three blocks. For example, 
the first 8 K of memory could make up the first block and would be used for ROM pur- 
poses, the next block of 2 K would be used for RAM purposes, and the remaining 54 K 
of memory would be used as RAM for applications which the computer is intended to 
r u n .  

Assume the memory structure is like that shown in Fig. 8.9a with the system bus 
consisting of a 16-bit address bus, A0 through A 15, and an 8-bit bidirectional data bus, 
Do through D7. ROM is enabled when an address is in the range of 0000H to 1FFFH, 
which exactly addresses the first 8K of memory (1FFFH is equal to 819110). The 
address lines for ROM have therefore the range of values 

O000U 
1FFFH 

A15 - A12 
0000 
0001 

A l l  - -  A8 
0000 
1111 

A7 - A4  

0000 
1111 

A3 - A0 
0000 
1111 

17Memory capacity is expressed in kilobytes (kB), which means thousands of bytes. However, the power 
of 2 closest to a thousand is 210 = 1024; hence 1 kB is actually 1024 bytes. Similarly, 64 kB ,~ 216 = 65,536 
bytes, and one megabyte (1 MB) is actually 1 MB = 1 kB �9 1 kB ~ 220 = 1,048,576 bytes. The reason that a 
1000-byte memory is not practical is that memory locations are accessed via the address bus, which is simply 
a collection of parallel wires running between the CPU and memory. The number of parallel wires varies with 
the word size, which is expressed by an integral number of bits. Hence a 10-bit address bus can access 1024 
bytes, and a 30-bit bus could access 230 -- 1,073,741,824 bytes ~ 1 GB. Note that in "computerese" capital 
K is used to represent one kilobyte as 1 K, one megabyte as 1 MB, and one gigabyte as 1 GB. 

18If it is a read/write type of memory (RAM), each bit of memory is similar to the 1-bit read/write cell 
shown in Fig. 7.31. A 4 x 4 RAM cell is shown in Fig. 7.32. Similarly, a 64 kB RAM module would be 
configured as 65,536 addressable cells, with each cell 8 bits wide. The addressing would be done with a 16-bit 
(16 parallel wires) bus, feeding a 16 x 216 decoder as shown in Fig. 7.33. A 64 kB memory module would 
therefore have 216 �9 8 -- 524,288 l-bit cells. 
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F I G U R E  8.9 (a) Sixty-four kilobytes memory. Each one of the 65,536 memory locations can contain 
1 byte of data or instruction. (b) Memory map for 64K of RAM. (c) A 3-to-8 decoder. 

where bits A 15 - A 12 select the first 8 K block and bits A 11 --  A0 select locations within 
the first block. 

The next 2 K RAM block is selected when the address is in the range 2000H through 
27FFH (27FFH- 2000H = 204710 bytes = 2 K). The address lines for RAM therefore 
have the range of values 

2000/4 
27FFH 

Al5 - A12 

0 0 1 0  

0 0 1 0  

A l l  --  A8 
0000 
0111 

A7 - A4 

0000 
1111 

A3 - Ao 

0000 
1111 

where bits A 15 - A 12 select the second 2 K block and bits A l l - -  A0 select locations 
within the second block. The addressing for the remaining 54 K space would be done 
similarly. 

Figure 8.9b shows the memory map of the 64K memory and Fig. 8.9c shows the 
74LS138, which is a 3-to-8 decoder. The select inputs of the decoder are driven by 
A15, A14, and A13. When these are LOW, which they are when the address is in the 
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range from 0000 to 1FFF, output Y0 selects or enables the 8 K ROM. When A 15 and 
A14 are LOW and A 13 is HIGH, which they are when the address is in the range from 
2 7 F F  to 2800, output Y1 selects the 2 K RAM, which is then driven by A0 - A10. B 

Figure 8.9a shows a sequence of bytes of instruction or data with a 2-byte address. 
Because a computer is primarily a serial processor, it must fetch instruction and data 
sequentially, i.e., one after the other. The instruction format in a computer breaks the 
instruction into parts. The first part is an operation (load, move, add, subtract, etc.) on 
some data. The second part of the instruction specifies the location of the data. The 
first, action part of the instruction is called the operation, or OP CODE, which is an ab- 
breviation for operation code, and the second part is called the operand, which is what 
is to be operated on by the operation called out in the instruction. In the program mem- 
ory, the operation and the operand are generally located in separate locations (except 
for immediate data). The next example demonstrates a typical computer operation. 

EXAMPLE 8.3 In this classic example, we will show the steps that take place in a 
computer running a word-processing program when key "A" is depressed and the letter 
A subsequently appears on the monitor screen. 

After the computer is booted, the instructions for word processing are loaded into 
RAM, that is, into the program memory in Fig. 8.10. The data memory stores interme- 
diary steps such as which key was just depressed. Actions that must take place are: 

(1) press the "A" key 
(2) Store the letter A in memory 
(3) Display letter A on the monitor screen 

Figure 8.10 shows the steps for the computer to execute the INPUT-STORE-OUTPUT 
instructions which are already loaded in the first six memory locations. Note that only 
three instructions are listed in the program memory: 

(1) INPUT data from Input Port 1 
(2) STORE data from Port 1 in data memory location 200 
(3) OUTPUT data to Output Port 10 

The remaining three memory locations are the data addresses. For example, the first in- 
struction in memory location 100 contains the INPUT operation while memory location 
101 contains the operand stating from where the information will be inputted. Recall 
that the microprocessor determines all operations and data transfers while it follows 
the fetch-decode-execute sequence outlined in Section 8.4. The student should try to 
identify how the CPU always follows the fetch-decode-execute sequence in each of the 
three parts of the program. The steps to execute this program will now be detailed. 

The first part will be to carry out the INPUT part of the instructions. 

(1) The first step is for the CPU to place address 100 on the address bus and use 
a control line to enable the "read" input on the program memory. "Read" en- 
abled means that information stored in program memory can be copied--see 
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FIGURE 8.10 Computer operation as it executes instructions to display the letter A when key "A" is 
depressed. 

Fig. 7.32. (In this step information flows from address bus to program mem- 
ory.) 

(2) "INPUT data," the first instruction, is placed on the data bus by the program 
memory. The CPU accepts this coded message off the data bus and places it in 
the instruction register to be subsequently decoded by the Instruction Decoder 
to mean that the CPU needs the operand to the instruction "INPUT data." (In 
this step information flows from program memory to data bus to CPU.) 

(3) The CPU places address 101 on the address bus. The "read" input of the pro- 
gram memory is again enabled by the control line. (In this step information 
flows from address bus to program memory.) 

(4) The "operand from port 1," which is located at address 101 in the program 
memory, is placed on the data bus by the program memory. The CPU accepts 
this coded message off the data bus and places it in the instruction register 
where it is subsequently decoded by the "instruction decoder." The instruction 
now reads, "INPUT data from Port 1." (In this step information flows from 
program memory to data bus to CPU.) 

(5) The CPU now carries out the instruction "INPUT data from Port 1"; it opens 
Port 1 by using the address bus and control line to the Input unit. (In this step 
information flows over the address bus from CPU to Port 1.) 

(6) The coded form for "A" is placed on the data bus and transferred to and stored 
in the accumulator register. (In this step information flows over the data bus 
from Port 1 to the accumulator.) 
This completes the first part. The second part is to carry out the STORE in- 
struction. 

(7) After the program counter is incremented by 1, the CPU addresses location 102 
on the address bus. The CPU, using the control lines, enables the "read" input 
on the program memory. (In this step information flows from address bus to 
program memory.) 
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(8) The program memory reads out the instruction "STORE data" on the data bus, 
which is then placed into the instruction register by the CPU to be decoded. (In 
this step information flows from program memory to data bus to CPU.) 

(9) After decoding the "STORE data" instruction, the CPU decides that the operand 
is needed. The CPU places 103, which is the next memory location, on the ad- 
dress bus and uses the control lines to enable the "read" input of the program 
memory. (In this step information flows from address bus to program memory.) 

(10) The program memory places the code for "in memory location 200" onto the 
data bus. This operand is accepted by the CPU and stored in the instruction 
register for decoding. The CPU now decodes the entire instruction "STORE 
data in memory location 200." (In this step information flows from program 
memory to data bus to CPU.) 

(11) To execute the decoded instruction, the CPU places address 200 on the address 
bus and uses the control lines to enable the "write" input of the data memory. 
"Write" enabled means that data can be copied to memory--see Fig. 7.32. (In 
this step information flows from address bus to data memory.) 

(12) The coded form for letter "A," which is still stored in the accumulator, is now 
placed on the data bus by the CPU. The letter "A" is thereby written into loca- 
tion 200 in data memory. (In this step information flows from data bus to data 
memory.) 
This completes the second part. The third part is to carry out the OUTPUT 
instruction. It should be noted that an instruction such as "STORE data in 
memory location xxx" transfers data from the accumulator to address location 
xxx in RAM. This data are now contained in both RAM and the accumulator. 
The contents of the accumulator are not destroyed when data are stored. 

(13) As the program counter increments, the CPU fetches the next instruction. The 
CPU sends out address 104 on the address bus and, using the control line, 
enables the "read" input of the program memory. (In this step information 
flows from address bus to program memory.) 

(14) The program memory reads out the instruction code "OUTPUT data" onto the 
data bus; the CPU accepts this coded message and places it in the instruction 
register. (In this step information flows from program memory to data bus to 
cPu.) 

(15) The CPU interprets (decodes) the instruction and determines that it needs the 
operand to the "OUTPUT data" instruction. The CPU sends out address 105 
on the address bus and uses the control line to enable the "read" input of the 
program memory. (In this step information flows from address bus to program 
memory.) 

(16) The program memory places the operand "to Port 10," which was located at 
address 105 in program memory, onto the data bus. This coded message (the 
address for Port 10) is accepted by the CPU and is placed in the instruction 
register. (In this step information flows from program memory to data bus to 
CPU.) 

(17) The instruction decoder in the CPU now decodes the entire instruction "OUT- 
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PUT data to Port 10." The CPU activates Port 10 using the address bus and 
control lines to the OUTPUT unit. (In this step information flows from address 
bus to OUTPUT unit.) 

(18) The CPU places the code for "A," which is still stored in the accumulator, on 
the data bus. The "A" is now transmitted out of Port 10 to the monitor screen. 
(In this step information flows from OUTPUT unit to monitor.) II 

8.5.3 Cache Memory 

The speed of a computer is limited not only by how quickly the CPU can process data 
but also by how quickly it can access the data it needs to process. Overall speed of a 
computer is determined by the speed of the bus and the speed of the processor, both 
measured in MHz. Each computer uses a memory system that provides information to 
the CPU at approximately the rate at which the CPU can process it. But what happens 
when one upgrades to a faster CPU? 19 The memory system continues to provide in- 
formation at the original rate, causing the new CPU to starve for data from a memory 
system designed for a less demanding processor. RAM cache, or simply cache, can al- 
leviate this problem. A cache is a small amount of high-speed memory between main 
memory and the CPU designed to hold frequently used information for fast access. The 
cache stores information from main memory in the hope that the CPU will need it next. 
The result is that the newer CPU can reach maximum speed. Another example is MMX 
(multimedia extensions), which is a new technology that uses a large-scale cache, thus 
reducing the amount of code that multimedia applications need. 

Thus, generally speaking, a bottleneck in computers is the bus system. While exe- 
cuting a program, the CPU frequently needs the same information over and over again 
which must be fetched repeatedly from RAM memory using the I/O bus. 2~ If such 
much needed information could be stored more accessibly, as, for example, in memory 
that is placed directly on the CPU chip, access time could be greatly reduced. Cache 
memory is such memory that is built into the processor. Cache memory is the fastest 
type available due to the smaller capacity of the cache which reduces the time to locate 
data within, its proximity to the processor, and its high internal speed. 21 As the pro- 
cessor reaches out to the memory for data, it grabs data in 8 K or 16 K blocks. Before 
reaching out to memory a second time for new data, it first checks the cache to see if 
the data are already in cache. If so, the cache returns the data to the processor. This sig- 
nificantly reduces the number of times the processor has to reach into the slower main 
memory (RAM). When data are found in cache it is called a "hit." For example, 16 K 

19Computer progress is often stated in terms of Moore's law, coined by Intel's chairman Gordon Moore: 
The density of transistors on chips doubles every 18 months while their cost drops by half. Note that the 8088 
carried about 10,000 transistors, the 80286 about 100,000 transistors, the 386 about 500,000, the 486 about 1 
million, the Pentium about 3 million, and the Pentium Pro about 5 million. 

20The trend in bus design is to use separate buses for memory (called the data bus, memory bus, or main 
bus), for graphics (AGP), and for external devices (SCSI, IDE). 

21The CPU and its internal processor bus frequently run two (referred to as "double clocking") to four 
times faster than the external I/O bus. 
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of internal cache provides a "hit rate" of about 95%, which can considerably increase 
computer speed. 22 Level 1 cache is 8 K,16 K, or 32 K; is built into processor; is not 
upgradable; and is the fastest. Level 2 (L2) cache is found in 64 K, 128 K, 256 K, and 
512 K amounts; is separate from the processor and is added onto the system board; is 
upgradable; and is the next fastest. Generally, Level 2 cache has a rate of diminishing 
returns beyond 256 K. 

8 .6  O P E R A T I N G  S Y S T E M S  

There are many ways to characterize an operating system (OS). For example, in a tuto- 
rial session on basic technology given by IBM, computers were classified as needing 

�9 Electricity (power) 

�9 A method of instruction (input) 

�9 Defined instructions (programs) 

�9 A device to do the work (processor) 

�9 A place to do the work (memory) 

�9 A place to save the work (output) 

The input could be keyboard, mouse, disk drive, scanner, CD-ROM, or LAN. Pro- 
grams are the operating system and application programs such as Word Perfect and 
Excel. Popular processors are the Pentium and Power PC. Memory is RAM and cache. 
Output is the display, printer, disk drive, and LAN. A computer system was then com- 
pared to a kitchen in which the processor was the cook; the application program the 
recipe; the input device the refrigerator and the cupboards; the input data the water, 
flour, milk, eggs, and sugar; the memory the table and counter space; the bus the path 
between refrigerator, cupboards, oven, table, and counter space; the output device the 
oven; and the output data the cake. In this scenario, the operating system would be the 
instructions where and how to find the recipe, the oven, and the ingredients; how to light 
the stove and adjust its temperature; how to fetch and mix the ingredients; and how to 
place the cake in the oven and how to take it out again when it is baked. In other words, 
the operating system organizes and facilitates the cooking chores. 

From the above list, operating systems are part of the programs category. We can 
state that operating systems such as Apple's Mac OS or Microsoft 's DOS and Windows 

22To state it in another way, the increase in throughput is determined by the "hit ratio"--the fraction of 
times the processor finds the desired information in the cache. The reason for performance increases with the 
addition of cache is that the microprocessor can keep its pipeline full, allowing for faster and more efficient 
processing. The microprocessor first checks its internal cache, then L2 cache, and finally main memory 
(DRAM, or dynamic RAM) for instructions. Because cache memory is faster than DRAM, it can be accessed 
more quickly, thus helping keep the pipeline full. 
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systems are the critical layer of technology between a computer 's  microprocessor and 

its software. It is what a l lows--or  prevents - -a  computer from running a particular 

software application. 

8.6.1 Controllers and Drivers 

Early computers had no operating system. All instructions had to be manually inserted. 

As computers rapidly evolved and included a large range of peripherals such as a hard 

drive, floppy drive, monitor, printer, etc., it was realized that freeing the programmer 

of routine housekeeping chores for these peripherals could increase programmer pro- 

ductivity. In addition to relieving the burden on programmers,  it was realized that CPU 

performance could be significantly improved if the CPU could be freed from house- 

keeping routines by adding hardware and circuitry to monitor and control peripherals. 

For example, the routines which are needed for the hard drive to run properly involve 

file management,  formatting, and initializing. 23 Instead of having the CPU control such 

a hard disk and floppy disk drive directly, and have so much of its system resources tied 

up in disk overhead, it makes more sense to make use of a dedicated peripheral support 

chip (actually several chips mounted on a small board), thus freeing the CPU for other, 

more urgent tasks. Such a board, which contains the drive electronics and is mounted 

directly on the hard drive and on the floppy disk drive, is referred to as a disk controller. 

In general, a controller can be defined as hardware required by the computer to oper- 

ate a peripheral device. Figure 8.11 b shows typical interface signals required between 

a CPU, disk controller, and disk drive. The transferring of files between memory  and 

disk can often be speeded up by including an additional DMA (direct memory access) 

controller, as indicated in the figure. DMA is a method by which data are transferred 

between a peripheral device and RAM without intervention by the CPU. Each controller 

requires software code, called a driver, to interface properly between the peripheral and 

the CPU. That is why drivers must be updated when adding a new printer or hard drive 

to your computer. Typically, your operating system contains a list of drivers, which 

should include those necessary for your new printer or hard drive. If not, software that 

comes with new peripherals should include new drivers that can be installed. A similar 

situation exists for every peripheral device. A monitor, for example, needs a video card 

(equivalent to a controller) mounted directly on the motherboard and a driver to be used 

23File management includes opening and closing files, copying, deleting, changing file names, reading and 
writing files, and so on. Formatting includes writing address marks, track and sector IDs, and gaps on a 
disk. Initializing includes placing system information on a disk such as bitmaps onto the outermost track #00, 
followed by identification of all bad tracks. Figure 8.11 a shows a view of the organization of the concentric 
tracks and the pie-shaped sectors of a disk. The magnetic read/write head can determine which track it is on 
by counting tracks from a known location, and sector identities are encoded in a header written on the disk at 
the front of each sector. Saved data on a disk have a directory entry which is an index that contains the name, 
location, and size of each piece of datum, and then the data themselves. A 1.2 MB floppy disk, for example, 
has 80 tracks, 15 sectors per track, and 512 bytes per sector on each side of the disk. It spins at 360 rpm. Hard 
disks contain many such disks which are rigid (called platters), spin at 3600 rpm or higher, and have a higher 
storage density than standard floppy disks. 
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F I G U R E  8.11 (a) Disk drives arrange recorded information on the disk in concentric bands called tracks; 
each track is divided into consecutive sectors. (b) Disk drive interface signals. 

as part of the operating system. In general we can state that operating systems and ad- 
vanced hardware for interfacing to peripherals evolved from a need for more efficiency 
in the use of computer systems. 

Thus, it should be clear by now that the operating system is actually many files which 
are dedicated to a smooth interaction between the CPU, its peripherals, and a user. In 
fact the OS is a remarkably complex set of instructions that allocate tasks to be per- 
formed by the CPU, memory, and peripheral devices when the computer is executing a 
program. The CPU is directed by the operating system in the storage, loading, and exe- 
cution of programs and in such particular tasks as accessing files, controlling monitors 
and memory storage devices, and interpreting keyboard commands. Operating systems 
can be very simple for minisystems to very sophisticated or complex for large general- 
purpose systems. The size and complexity of the operating system depend on the type 
of functions the computer system is to perform. For example, in the operation of large 
mainframe computers, the performance of the operating system is often as important as 
the performance of the computer hardware. Indeed the operating system software may 
be nearly as expensive as the computer hardware. 
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DOS 

DOS (Disk Operating System) was one of the first operating systems for PCs. Its early 
incarnation was a rudimentary software system which basically managed files stored on 
disk. It maintained a file directory, kept track of the amount of free space left on disk, 
and could create new files as well as delete and rename existing files. As already made 
clear, DOS itself is a file which is loaded in at startup time by a bootstrap program in 
ROM. A bootstrap program is an initialization program which is capable of loading the 
OS into RAM. It appears that such a process is able to "pull itself up by its own boot- 
straps," and hence the term "booting up" when starting up an inactive computer. Once 
DOS is loaded into RAM, the user can type commands on a keyboard, instructing the 
OS to perform desired functions. Typing commands is now considered a cumbersome 
way to address a PC operating system. Although limited, DOS evolved into a sophis- 
ticated system which requires configuring, with most of this information stored in two 
files. The CONFIG.SYS file is a text file that contains commands to configure computer 
hardware components such as memory, keyboard, mouse, printer, etc., so DOS and the 
application programs can use them. This file must be modified whenever new hardware 
is added or when customizing the way DOS uses hardware, memory, and files. The 
AUTOEXEC.BAT file is a batch file that DOS runs immediately after carrying out the 
commands in the CONFIG.SYS file. The AUTOEXEC.BAT file contains any commands 
that need to be carried out when the system is started, for example, commands that 
define the port the printer is connected to, clear the screen of startup messages, or run 
a favorite menu program. These files are typically located in the root directory of the 
startup disk which usually is called drive C. Unless specified otherwise, DOS carries 
out the commands in both the CONFIG.SYS and the AUTOEXEC.BAT files each time the 
computer is started. The CONFIG.SYS file can be edited to add and change commands 
that configure the system. Because the settings in the CONFIG.SYS file control basic 
components of the system, such as memory and peripheral devices, if a new setting in 
this file is incorrect, the system might be unable to start correctly. 

Macintosh Operating System 

The Mac OS was the first widely used operating system to use a graphical user inter- 
face to perform routine operations. In the Mac OS, the user started programs, selected 
commands, called up files, etc., by using a device called a mouse to point to symbols 
(icons). Since the GUI's windows, pull-down menus, and dialog boxes appeared the 
same in all application programs, it allowed common tasks to be performed in the same 
manner in all programs. It was realized immediately that this had many advantages over 
interfaces such as DOS, in which the user typed text-based commands on a keyboard to 
perform routine tasks. 

Macintosh computers have three layers of software: 

(1) Application programs (like a word processor or spreadsheet) 
(2) User-interface software 
(3) Operating-system software 
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The last two form what is popularly known as the Mac OS (strictly speaking, user- 
interface software is not part of the operating system). On the Macintosh one inter- 
acts with application programs through the user-interface software. This approach, pi- 
oneered by Apple, gives Macintosh computers a consistent look-and-feel among appli- 
cations, which makes all applications easier to learn and use. Other computers forced 
users to interact differently with different programs, because every application incor- 
porated its own user interface. Now non-Macintosh computers have developed similar 
user-interface software, the most popular being Microsoft's Windows. 

The user-interface software is called the Macintosh Toolbox. The Toolbox contains 
software modules called managers, which handle pull-down menus, windows, buttons, 
scroll bars, fonts, and other standard parts of the Mac's graphical user interface. The 
Toolbox also contains QuickDraw, the program that draws everything that appears on 
the Mac's video display. In typical use this software operates in the background and a 
user normally is not aware of its presence. Many of the tools in the Toolbox are stored 
in ROM; others are stored on a disk in the System Folder and then copied to RAM when 
the Mac is started. 

The Toolbox and the application programs access the Mac's hardware through a third 
layer of software, the operating system, which provides routines that allow basic low- 
level tasks to be performed. The Toolbox is a level above the operating system and as 
stated above implements the standard Macintosh user interface for all applications. The 
Toolbox calls the operating system to do low-level operations such as controlling disk 
drives, the keyboard, the mouse, the video display, and all other parts of the system. The 
Toolbox thereby insulates your applications from low-level details of interacting with 
the computer's peripherals (e.g., data-storage hardware). The Mac is unique among 
popular computers because its users do not even know the Macintosh Operating System 
exists. On computers that use other operating systems, such as MS-DOS or Unix, users 
type commands to start programs, organize disk contents, and change system settings. 
On the Mac, many of these things are done with the Finder and control panels by gestur- 
ing with the mouse. The Finder is an application program that is launched automatically 
when the computer starts and with which the user interacts most of the time. It should 
not be confused with the Mac OS: the Finder is a shell that displays and manages the 
Desktop and its files and hard drives (in that sense it is similar to the Program Manager 
and Explorer in Windows and to Command.com in DOS). The Finder uses the Mac OS 
to do this, and it helps one to visualize the Mac's files and resources. It is sufficiently 
sophisticated to allow multiple applications to run and is about as close to true multi- 
tasking as one can get without a time-sliced OS kernel .  24 Each application has its own 
window. On the Macintosh desktop the multiple windows appear overlaid, one on top of 
the other. The currently running program has its window on top with the others laying 
like several sheets of paper on the desktop. Even though the Finder is not really part of 
the Macintosh operating system, it is such an important piece of the Macintosh graphic 

24A kernel is the set of programs in an operating system that implement the most primitive of that system's 
functions. 



Section 8.6 Operating Systems 319 

user interface that it is sometimes difficult to tell where the Finder ends and the system 
software begins. 

The System Folder contains all the system software. A disk that contains a System 
Folder is a startup disk. In addition to the Finder, this folder contains the Control Panels 
and Extensions that let the user change various Macintosh features. Control Panels are 
small programs which add to or modify the operating system to give the Macintosh a 
certain feel. For example, memory allocation, sound, and desktop patterns are governed 
by Control Panels. Numerous small programs such as screen savers, RAM doublers, 
etc., can be purchased and added as Control Panels or as Extensions; this is the current 
method for adding capabilities to the system software. Extensions are files that contain 
executable code and like Control Panels are loaded into memory at startup time. They 
include drivers, which make it possible for the computer to use a certain printer or other 
device, and programs that add features to the Finder or the system software. 

The software routines that make up the Macintosh Toolbox and the Macintosh Oper- 
ating System reside mainly in read-only memory (ROM), provided by special chips con- 
tained in every Macintosh computer, unlike DOS or other literal OS's (such as UNIX) 
which are more disk resident. This has allowed Apple Computer, Inc., to maintain 
complete control over the Mac OS and forced developers to give most Macintosh appli- 
cations the same look and feel. When an application program calls a Toolbox routine, 
the Mac OS intercepts the call and executes the appropriate code contained in ROM. 
Instead of executing the ROM-based code, the OS might choose to load some substi- 
tute code into the computer's random-access memory (RAM); then, when a computer 
application calls the routine, the OS intercepts the call and executes that RAM-based 
code. RAM-based code that substitutes for ROM-based code is called a patch. Patches 
are also used to correct known bugs in the operating system. 

Windows 

Microsofl's Window 3.1 added a graphical users interface to DOS. It is an application 
program that sits on top of DOS and allows the user to access DOS not by typing 
DOS commands but by clicking on icons, similar to a Macintosh computer. Since it 
was an emulation program (a program that simulates the function of another software 
or hardware product) it suffered from all the shortcomings that DOS initially had. It 
did allow the user to flip between DOS and the Windows GUI, with DOS using the 
Command.corn file which holds all the DOS commands to be typed in and Windows 
using the Program Manager to organize and display the windows and application icons 
on the desktop. 

Microsoft followed up with Windows 95/98, which was a good improvement over 
Windows 3.1 because this operating system, much like the Mac OS, was not an emu- 
lation program but was designed from the beginning to interact with applications pro- 
grams through graphical user-interface software and by the use of a mouse. Windows 
95/98 has much the same feel as the Mac OS. It has a Control Panel and Explorer 
(Start Button is part of Explorer) which is similar to the Finder for the Macintosh. 
Both operating systems support true Plug and Play, which is the ability to attach a new 
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peripheral with minimum setting of the files (drivers) that are needed to have the new 
peripheral work properly. In comparison, DOS required detailed settings of files such as 
AUTOEXEC.BAT and CONFIG.SYS whenever a new device was added to the computer. 
Windows 2000 is a further refinement of the Windows 95/98 family. 

In 1993, Microsoft expanded Windows to Windows NT, which has gained acceptance 
as an operating system for workstations and servers. It is a powerful multitasking system 
that can handle UNIX in addition to MS-DOS. 

The UNIX Operating System 

Modern personal computers use relatively simple operating systems with the main func- 
tion of managing the disk drives and the user's files, providing access to software such 
as word processing and spreadsheets, and supporting keyboard input and screen display. 
In that sense an OS is basically a collection of resource managers. On the other hand, 
it is clear that computers could not be as useful as they are today without an efficient 
operating system. A trend in operating system development is to make operating sys- 
tems increasingly machine-independent. For example, users of the popular and portable 
UNIX operating system need not be concerned about the particular computer platform 
on which it is running. Hence, the user benefits by not having to learn a new operating 
system each time a new computer is purchased. In comparison to the operating systems 
discussed above (with the exception of Windows NT), UNIX is a complex and powerful 
operating system primarily for workstations and for networked computers and servers. 

The UNIX system has essentially three main layers: 

(1) The hardware 
(2) The operating system kernel 
(3) The user-level programs 

A kernel is the set of programs in an operating system that implement the most 
primitive of that system's functions. In UNIX, the kernel hides the system's hardware 
underneath an abstract, high-level programming interface. It is responsible for imple- 
menting many of the facilities that users and user-level programs take for granted. The 
kernel also contains device drivers which manage specific pieces of hardware. As al- 
ready pointed out above, the rest of the kernel is to a large degree device-independent. 
The kernel is written mostly in the language C, which was specifically written for the 
development of UNIX. 

It is a popular myth that UNIX kernels "configure themselves." Whenever a new 
machine is added or the operating system upgraded, the kernel should be reconfigured, 
a job that is usually the province of the network administrator. Even though most ver- 
sions of UNIX come with a "generic" kernel, already configured, it nevertheless should 
be reconfigured for reasons of efficiency. Generic kernels are designed for any kind of 
hardware and hence come with a variety of device drivers and kernel options. Efficiency 
can be increased simply by eliminating unneeded drivers and options. To edit configu- 
ration files or write scripts, UNIX uses text editors such as "vi" and "emacs" with which 
one must become familiar. 
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Most of us, at one time or other, will have to use some basic UNIX commands. For 
example, when logging onto a network to read one's e-mail, one might use the "elm" 
command to bring up the interactive mailer program. In UNIX, there is an excellent on- 
line instruction manual which can be accessed using the "man" command. To illustrate, 
at the UNIX prompt ($), typing the command "man" followed by a command for which 
one needs information, such as "man man," will bring up a message, "man-display 
reference manual pages; find reference pages by keyword." Similarly, entering "man 
ls" will bring up, "Is-list the contents of a directory." A short list of user commands 

which an occasional UNIX user needs follows: 

command result 

telnet/rlogin 
cd 
ls 
rm 
rmdir 
mv 

more 
cat 
who 

finger 
last 
kill 
ps 
ftp 
lp/lpr 
chmod 
vi/emacs 
man 

log into a remote system 
change directory 
list names of all files in current directory 
remove file 
remove directory 
move or rename file or dir 
browse through a text file 
reads each filename in sequence and displays it on screen 
who is logged in on the system 
display information about users 
indicated last login by user or terminal 
terminate any running process 
display the status of current processes 
file transfer protocol 
send a job to the printer 
change the permissions of a file 
standard UNIX visual editor 
displays reference manual pages 

cd plonus go to directory plonus 
cd goes to login/home directory 
cd .. up one directory 
ls -1 long list 
ps -ef list all processes 
man man explains man command 

8.6.2 Operating System Stability 

What makes an operating system stable, i.e., not prone to crashes? It is protected mem- 
ory, virtual memory, and object-oriented design. A modern and sophisticated operating 

system such as UNIX should possess the following features: 

Preemptive multitasking: Multiple applications run smoothly. No single application 
is allowed to take over the entire system. In preemptive multitasking, the OS u 
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not the individual programs--allocates CPU time across multiple programs. The 
OS manages preemptive multitasking by giving each program the CPU's attention 
for a fraction of a second (called a time slice). Typically the programs follow one 
another in sequential order. Because all this happens within fractions of a second, 
programs appear to the user to be running simultaneously. 

Protected memory: Applications that crash cannot crash other applications or the rest 
of the computer. With unprotected memory, all programs run in the same mem- 
ory space, so when one program goes down they all do, like dominoes on your 
desktop. In an operating system with protected memory, programs run in their 
own memory space, meaning that the OS reserves a portion of memory to act on 
each program's data instructions. 

Symmetric multiprocessing: Numerous independent tasks can execute at the same 
time (requires two or more processors to be installed). 

Multithreaded user interface: Holding the mouse button down does not freeze the 
rest of the computer. Windows continue to be updated when moved. Processor 
efficiency is boosted by multithreading in which a program or a task within a 
program is divided into threads, or processes, that can run simultaneously. An 
example is the ability to print at the same time one is scrolling, rather than waiting 
for the printing to finish before one can move on. Compare that with multitasking, 
in which entire programs run in parallel. 

Virtual memory: A true virtual memory system provides an application with as much 
memory as it needs, automatically, first by parceling out RAM and then by using 
space on a hard disk as additional RAM. 

Object-oriented design: A benefit of an object-oriented application-programming in- 
terface is that not as many APIs (application-programming interfaces) are needed, 
making it easier for programmers to develop programs than doing so for the Mac 
OS and Windows. Fewer APIs makes such programs smaller, faster-launching, 
and--due to their simpler design--more stable. 

8.6.3 The Network Computer  

In four decades, computers have gone through four major generational shifts--first 
mainframe computers, then minicomputers, then personal computers, and now the hand- 
held computers and networked computers focused on the Internet. However, thus far 
NC's have not proved successful. 

The Net computer (NC) is a desktop machine with no disk drive or stored programs 
of its own. NCs, like terminals, rely on remote computers called servers for software. 
Software and files are executed on these servers with which the NC can communicate 
over computer networks. "The same commands and controls that one uses to retrieve 
material from one's computer disk drive are used to get information from the Internet, 
once one is connected. This is analogous to the older mainframe-terminal technology 
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except that the mainframe is replaced by the Internet and its s e rve r s - - a  sort of dis- 

tributed "mainframe." However, this approach is much more sophisticated than that of 

the "dumb terminal" days of the 1960s and 1970s when no one had their own disks or 

software. The NC's  main attractions are lower cost (usually less than $500), less likely 

to be made obsolete by new technology, elimination of the need to periodically update 

operating systems and application software (these would reside on the remote servers), 

and, because the server stores and executes programs, with the results appearing on the 

NC, only less than 4 MB of RAM memory  are needed on the user 's  computer. Finally, 

in a corporation it provides centralized control over computing resources. 

The network computer  became a reality with the arrival of Java, SUN Microsys tem's  

open, cross-platform scripting language designed to run on multiple operating systems. 

Java is designed specifically for the Internet and network-centric applications. Java 

breaks down the wall of software incompatibil i ty and works as an operating system for 

NCs, giving users the option of downloading and running applications written for any 

system. The object-oriented language operates independently of any other operating 

system or microprocessor;  that is, it would work equally well on a NC, PC, and Macin- 

tosh machine. 25 A computer  language such as Java allows software to be broken down 

into small programs called applets that can be downloaded as needed by a network user. 

For example,  a word processor would begin by downloading a small program to handle 

text, and another applet would be downloaded to format the text and run spelling checks. 

Other of these small programs would be downloaded as each function is needed. When 

the writing is done, the network computer  would pluck a program for saving the text 

just  produced and then by use of another applet store the actual document  on an Internet 

server rather than on a hard drive or disk. To the user, this effort would be the same as if 

the software was contained on the desktop computer,  rather than the Internet. As each 

new Java applet loads into the NC's  limited 4 MB memory, the software that had been 

there before would be overwritten and reloaded when needed next. 

At present the future of the network computer  is uncertain as standard computers  

are now available in the same price range that made the NC initially promising. An 

even cheaper implementat ion of the NC, the $100 WebTV devices, can bring word 

processing, e-mail, and Web access to ordinary household TV sets. 26 

25The object-oriented programming language Java is designed to run on any system in a network. The 
premise underlying Java's development is that all computers can be described generically, that is, in terms of 
general functions like display and input capability. When a computer is described in this way, it is called a 
virtual machine. Java's developers realized that if all computers can be described in terms of general functions, 
then programs that are written using only general functions could run on all computers. Turning the general 
functions into the specific tasks would be a simple job for the computer on which the program ran. For a 
computer to run a Java program, then, it need only have a so-called interpreter to translate the Java code into 
instructions it can execute directly. Unlike current Windows or Macintosh applications, Java programs do not 
care what the computer's underlying operating system software or processor is. It thus frees the user from a 
particular type of system software. 

26A telephone line plugs into the built-in 56 kbps modem of WebTV, which allows Web access using the 
TV as monitor. With the addition of a keyboard, WebTV's e-mail, which has built-in editing, including search, 
copy, and paste, can be used in place of a word processor by e-mailing yourself. And, as WebTV has a printer 
port, hard copies can be made. 
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8.7 SUMMARY 

The material covered in this chapter serves two purposes.It shows the digital computer 
to be a crowning achievement of electronics. Even though electronics in its beginning 
was strictly analog, with the advent of high-speed circuits, digital techniques quickly 
evolved and are now dominant with a wide range of digital devices available. The 
second reason for the choice of chapter material and the way it is arranged is to give 
the student a basic knowledge about the digital computer so he or she is able to interact 
intelligently with others who are experts in this area. Therefore, the chapter is structured 
to focus on those parts of a computer with which the user interacts. To be reasonable, 
one cannot expect coverage on digital computers beyond basics in a small chapter such 
as this, when there are many thousands of detailed volumes devoted to this subject. 

The chapter began with a brief history of the computer and the concept of the stored 
program. Programming languages were shown to be tools for communicating with a 
computer. The components of a computer were then identified. At the heart is the 
microprocessor which contains logic and control units and a small amount of on-chip 
memory. RAM memory, which is external to the CPU, is the short-term memory where 
the program and data are stored when executing an application program such as a word 
processor. It is volatile and before the computer is shut off, the work performed must be 
stored on a permanent medium such as a magnetic hard disk. I/O devices or peripherals 
(printers, modems, etc.) extend the capabilities of computers, and powerful systems can 
be created this way. The bus system, which uses a ribbon containing many parallel 
conducting wires, solves a major difficulty of too many internal connections even in a 
small computer. It does this by having all subsystems connected at all times but time- 
multiplexing the flow of information to allow different units to use the same bus at 
different times. The chapter closed with a study of operating systems, which act as a 
computer's manager that controls the basic functions of a PC. There are two primary 
categories of software: operating systems and applications. Operating-system software 
is designed to perform system and computer management utility and/or "housekeeping" 
functions such as directing the central processor in the loading, storage, and execution 
of programs and in accessing files, controlling monitors, controlling memory storage 
devices, and interpreting keyboard commands. Examples of operating systems include 
MS-DOS, Windows 95/98/2000/NT, Mac OS, Xenix, SCO-Unix, Solaris, SunOS, HP- 
UX, IRIX, Unix, Novell, and Linux. 

P r o b l e m s  

1. Explain the difference between computer science and computational science. 
2. What is the difference between a microprocessor and a microcontroller? 
3. Discuss the difference between an assembler and a compiler. 
4. Why do assembly language instructions execute faster than high-level language 

instructions? 
5. Is programming in a high-level language dependent on the type on microprocessor 

used? 
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6. Is a compiler microprocessor-dependent? 
7. Name the three main components of a computer system. Choose from auxiliary 

memory, auxiliary storage, CPU, floppy disk, I/O, memory, printer, and tape. 
8. How many distinct 8-bit binary words exist? 
9. If a microprocessor operating at 300 MHz takes four clock cycles to complete an 

instruction, calculate the total time it takes to complete the instruction. 
Ans: 13.3ns. 

10. State typical access times for RAM memory and for hard disk memory. How 
much faster is RAM memory than disk memory? 

11. A 16 x 8 memory array is shown in Fig. 8.5. Sketch an 8 x 8 memory array. 
12. Consider the data bus and the address bus. Which is bidirectional and which is 

unidirectional? Explain why each has its particular directional character. 
13. Explain the function of tristate logic in the bus system. 
14. Why is a television set inadequate when used as computer monitor? 
15. Compare the bandwidth of a television set to the minimum bandwidth required 

for a computer monitor. 
16. If a modem can operate at a speed of 56 kbps, how long will it take to download 

a 4 MB file. 
Ans: 9.'5 min. 

17. A standard for asynchronous serial communication between a computer and a mo- 
dem is RS-232. It defines a 25-pin connector. Communication between computer 
and modem can be with as few lines as three. Name these lines. 
Ans: Tx (transmit), Rx (receive), SG (signal ground). 

18. Characterize the IEEE-488 interface. 
19. Characterize the SCSI interface. 
20. An interface is the point of meeting between a computer and an external entity, 

whether an operator, a peripheral device, or a communications medium. An in- 
terface may be physical, involving a connector, or logical, involving software. 
Explain the difference between physical and logical and give examples. 

21. With respect to interfacing generally, what is meant by the term 'handshaking"? 
22. Discuss the advantages and disadvantages of interrupts. 
23. For each instruction in program memory, what kind of a sequence does the CPU 

follow? 
24. Explain why program execution in a sequential machine follows the fetch-de- 

code-execute cycle. 
25. How can the fetch-decode-execute sequence be sped up? 
26. Which bus does the microprocessor use when accessing a specific memory loca- 

tion? 
27. Which bus is used when transferring coded information from microprocessor to 

data memory? 
28. If the microprocessor decodes an instruction which says to store data in memory, 

the data would come from the accumulator or temporary register? 
29. Which register keeps track of where one is in the program? 
30. Which register keeps track of what type of instruction is being executed? 
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31. Which register keeps track of the result of the current calculation or data manip- 
ulation? 

32. Which register keeps track of the values of the operands of whatever operation is 
currently under process? 

33. Translation of the binary commands into specific sequences of action is accom- 
plished by a . . . . .  ? 

34. The collection of registers, instruction decoder, ALU, and I/O control logic is 
known as the . . . . . . .  ? 

35. Electronics (such as A/D and D/A converters, buffers, and drivers) that match 
particular input and output devices to the input-output pins of the microprocessor 
chip are called 9 

36. Data, address, and control multibit transmission lines are called . . . . . . .  ? 
37. The larger the number of bits (the wider the bus), the faster the computer can 

become because fewer calls to memory are required for each operation. T or F? 
38. Describe the difference between a data bus and an I/O bus. 
39. Is a computer with a word length of 8 bits restricted to operands within the range 

0 to 255? 
40. If we have 256 memory locations, how many address bus lines are needed? How 

many memory locations can be selected using a 16-bit address bus? 
41. It is generally agreed that a machine should be called a computer only if it contains 

three essential parts of a computer: CPU, memory, and I/O devices. T or F? 
42. A buffer is an area of storage used to temporarily hold data being transferred from 

one device to another. T or F? 
43. A tristate buffer allows only one device on the data bus to "talk." T or F? 
44. A buffer can be used to compensate for the different rates at which hardware 

devices process data. T or F? 
45. A buffered computer provides for simultaneous input/output and process opera- 

tions. T or F? 
46. Why is buffeting important between a CPU and a peripheral device? 
47. What is meant by the term port? 
48. Convert the hexadecimal numbers that follow to their binary equivalents: 45, E2, 

8B. 
Ans: 01000101, 11100010, 10001011. 

49. Convert the hexadecimal numbers that follow to their binary equivalents: D7, F, 
6. 

50. The group of operations that a microprocessor can perform is called its instruction 
set. T or F? 

51. Computer instructions consist of two parts called the "operation" and the "operand." 
T or F? 

52. In program memory, the operation and the operand are located in separate loca- 
tions. T or F? 

53. What function does a software driver perform in a computer's operating system? 
54. What is a controller? 
55. Explain the term kernel. 
56. Compare the access time of a floppy disk with that of a hard disk. 



CHAPTER 9 

Digital Systems 

9.1 INTRODUCTION 

The invention of the transistor in 1948 ranks as a seminal event of technology. It in- 
fluenced the electronics industry profoundly, giving us portable TVs, pocket radios, 
personal computers, and the virtual demise of vacuum tubes. But the real electronics 
revolution came in the 1960s with the integration of transistors and other semiconductor 
devices into monolithic circuits. Now integrated circuits (called chips) can be found in 
everything from wristwatches to automobile engines and are the driving force behind 
the boom in personal computers. The latest advance, though, involves the integration of 
digital communication networks with the computer which has given birth to the global 
Internet. 

9.2 DIGITAL COMMUNICATION AND THE 
COMPUTER 

Underlying the rapid progress in technology is the transformation from analog to digital 
technology. Modem digital technology has evolved along two parallel but independent 
paths--logic and transmission. Binary logic proved to be a particularly efficient way 
to mechanize computation. The digital nature of computers is familiar to everyone. 
Digital computers were born in Boolean algebra and the language of 0 and l's. With 
the invention of the transistor, which is almost an ideal on-off switch that mimics the 
0 and l's of computer language, computer technology rapidly developed to its current 
advanced state. However, in communications, the transformation to digital transmis- 
sion was much slower. When communicating by telephone or broadcasting by radio or 
television, the use of continuous (analog) signals is natural. But it was years after the 
publication in 1948 of Claude Shannon's fundamental papers on communication the- 
ory, which put forth that noise-free transmission is possible if digital signals in place 
of analog ones are used, that the switch from amplitude and frequency modulation to 
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pulse-code modulation began in the 1960s. In this scheme of communication, messages 
are converted into binary digits (0 and l 's) which can then be transmitted in the form of 
closely spaced electrical pulses. Such digital encoding permits signals to be sent over 
large distances without deterioration as it allows signals to be regenerated again and 
again without distortion and without contamination by noise. Even today, successful 
analog implementations in music, video, and television are being replaced by digital 
technology. 

The common language that is used between the computer and the ever-growing dig- 
ital communication networks brought forth rapid, interactive changes that resulted in 
another leap in technology, completing the digital revolution. By using computers that 
can store and access quickly large amounts of information at the nodes of a world- 
wide digital communications network, the Internet was born. Computers function as 
servers at the nodes of a network and provide a wealth of information for any user. 
The combination of computers and communication networks, which include telephone 
lines, coaxial cables, fiberoptic lines, and wireless technologies, is changing the face of 
entertainment, business, and information access. Such a system is frequently referred 
to by the media as the information super highway. 

Fundamental building blocks for digital systems were considered in the previous 
chapter. We classified logic gates as elementary blocks which in turn could be arranged 
into larger blocks such as registers, counters, adders, etc., which are the fundamental 
components of modern digital equipment. 

In this chapter, digital systems such as those exemplified in elementary communi- 
cation systems and in computers will be considered. Fundamental notions that define 
the transmission of digital information in communication systems will be introduced. 
We will consider the rate at which an analog signal must be sampled when changing 
it to a digital signal (the Nyquist criterion); channel capacity, which is the maximum 
information that a channel can carry; and bandwidth, which relates to the amount of 
information in a signal. The previous chapter was devoted to the digital computer. We 
introduced the microprocessor, which is a small computer on a chip. Included on the 
chip is a minimal amount of memory and a minimal amount of control functions which 
are sufficient to allow the microprocessor to serve as a minimal computer in calculators, 
video game machines, and thousands of control applications ranging from automobile 
ignition control to smart instruments, programmable home thermostats, and appliances. 
Adding more memory to a microprocessor (which is now referred to as a CPU or cen- 
tral processing unit) in the form of RAM and ROM chips and additional input/output 
(I/O) circuitry, we obtain a microcomputer, of which the personal computer (PC) is the 
best example. Larger and more powerful computers are obtained by adding even more 
memory and running the CPU at a faster clock speed. 

9.3 INFORMATION 

In any interval or period, the quantity of information Io can be defined as 

Io = log 2 S bits (9.1) 
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where S is the number of distinct states that can be distinguished by a receiver in the 
interval. 1 Choosing log to the base 2 gives the quantity of information in units of binary 
digits or bits. For example, turning a light on or turning it off corresponds to 1 bit of 
information (log 2 2 -- 1) as there are two distinguishable states. If someone states that 
a light is on, he has conveyed one bit of information. 

Let us first examine a simple information system such as a traffic light and progress 
to more complex ones such as television. 

9.3.1 Traffic Light 

Consider a display consisting of three lights. Figure 9.1a shows the 8 possible states of 
the three on-off lights. Such a display, for example, can be used to regulate traffic or 
show the status of assembly on a production line. As already discussed in Section 7.2, 
three binary lines can "speak" 8 (= 23) words. 

Similarly here, the number of 3-bit words (or information states) the display can 
show is 23. Technically speaking, we say such a display uses a 3-bit code. Thus the 
quantity of information Io per code is 

Io = log 2 8 = 3 bits (9.2) 

Each time the lights change, we receive 3 bits of information. Regardless of the 
speed with which the display changes, in other words, regardless if the interval between 
changes is short or long, the information that we receive remains constant at 3 bits per 
interval. 

The output of the three-light display appears digital, as the on-off states of the lights 
correspond to 0 and l's. To do digital processing on the output, we change the output 
to digital form by assigning binary numbers (called code words) to each output state 
of the display. For example, Fig. 9.1a shows the assignment of the binary numbers 
0 to 7 to the eight states of the display. The output is now ready for processing by a 
digital computer because the use of code words that are expressed as binary numbers (a 
sequence of 0 and l's) is also the language of the digital computer. 

a b 

0 0 0 0 �9 �9 �9 �9 
0 0 �9 �9 0 0 �9 �9 0 0 0 0  

0 0 0  
0 �9 0 �9 0 �9 0 �9 O 0  

0 
000 001 010 011 100 101 110 111 0 0 

F I G U R E  9.1 (a) The possible states of three on--off lights. (b) A teletype ribbon showing the five digit 
position code represented by holes punched across the ribbon. 

1 The choice of logarithm makes the quantity of information in independent messages additive. The choice 
of logarithm to the base 2 makes the unit of information the binary digit (bit), whereas a choice of base 10 
would make the unit the decimal digit. 
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9.3.2 Teletype 

One of the early transmission systems for information such as news and stock market 

quotations was the teletype machine, which at the receiving end produced long paper 

ribbons called ticker tape which had up to five holes punched across the ribbon as shown 

in Fig. 9. lb. The position of holes across represented the five digits of the code which 

provided 25 = 32 information states. These states were used for the 26 letters in the 

alphabet and for control operations (carriage return, space, line feed, and numbers shift). 

The quantity of information Io per code was therefore 

Io = log 2 32 = 5 bits (9.3) 

Modern examples are the fax machine for transmitting pictures over telephone lines 

and the modem for transmitting text over telephone lines using ASCII code (American 

Standard Code for Information Interchange). Each character in ASCII is represented by 

seven data bits, giving a total of 27 = 128 different characters to represent lowercase 

and uppercase letters, numbers, punctuation marks, control characters, etc. 

9.3.3 Speech Signal 

Next we consider a continuous signal such as speech. Figure 9.2a shows a typical 

speech signal plotted on a log scale as a function of time. The vertical log scale reflects 

the fact that the human ear perceives sound levels logarithmically. Ordinary speech has 

a dynamic range of approximately 30 dB, 2 which means that the ratio of the loudest 

sound to the softest sound is 1000 to 1, as can be seen from Fig. 9.2a. Combining this 

with the fact that human hearing is such that it takes a doubling of power (3 dB) to 

give a noticeably louder sound, we can divide (quantize) the dynamic range into 3 dB 

segments, which gives us 10 intervals for the dynamic range, as shown in Fig. 9.2a. The 

10 distinguishable states in the speech signal imply that the quantity of information at 

any moment  of time t is 

Io = log 2 10 = 3.32 bits (9.4) 

We need to clarify resolution along the vertical scale, which is the resolution of the 

analog sound's amplitude. Using 10 quantizing steps is sufficient to give recognizable 

digital speech. However, a much higher resolution is needed to create high-fidelity 

digital sound. Commercial  audio systems use 8 and 16 bits. For example, the resolution 

2A decibel (dB) was already defined in Section 5.4 as the smallest change in sound level which the human 
ear can distinguish. The average ear, on the other hand, can only detect a 3 dB change in sound level, that is, 
a doubling of power (which means that when increasing the sound level by increasing the power of an audio 
amplifier from 50 to 100 W, or for that matter, from 1 to 2 W, a listener will be barely aware that a change 
in sound level has taken place; to an audiophile just about to invest in expensive audio equipment, this is 
usually a surprising fact). When used as a measure of change in power P, dB is defined as 10log IOP2/P1. 
Fherefore, a 1000 to 1 range translates into 10log IOP2/P1 = 10 lOgl0 103 -- 30dB. Under more controlled 
(quiet) conditions a 1000 to 0.1 dynamic range is possible which translates to a 40 dB range. Classical music, 
especially, has even a larger dynamic range, whereas background music (elevator music) or rock-and-roll is 
characterized by a narrow range. 
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F IGURE 9.2 (a) A typical speech signal showing a 30 dB dynamic range. Along the vertical scale the 
signal is divided into 10 information states (bit depth). (b) Screen of a picture tube showing 525 lines (called 
raster lines) which the electron beam, sweeping from side to side, displays. All lines are unmodulated, except 
for one as indicated. 

obtainable  with 16-bit sound is 216 _ 65,536 steps or levels. As bit depth (how many 

steps the ampl i tude can be divided into) affects sound clarity, greater  bit depth allows 

more  accurate mapping  of  the analog sound 's  ampli tude.  

9 . 3 . 4  T e l e v i s i o n  S i g n a l  

A television picture in a black and white TV is produced by an electron beam moving 
across the screen of a picture tube (the technical name is CRT or cathode ray tube). A 
coating of phosphorus (actually an array of discrete phosphorus dots) on the inside of 
the picture tube screen lights up at those points that are struck by the electron beam. 
The electron beam moves repeatedly from side to side, tracing out 525 visible horizon- 
tal lines on the screen, which is called a frame. As the beam moves across the screen, its 
intensity also varies, producing 525 lines of varying brightness, as shown in Fig. 9.2b, 
which the eye interprets as a picture. It is the video signal, a component of the re- 
ceived te levision station signal, which controls  the intensity variations of the electron 

beam. Another  componen t  of  the station signal synchronizes  the beam in the picture 

tube to a scanning beam inside a television camera  which is photographing  a scene to 

be transmitted.  To capture moving  scenes,  television cameras  produce  30 frames per  

second. 

Intensity variations along a horizontal  line cannot  be arbitrarily fast. Let  us say that 

we want  to display al ternating light and dark spots as, for example ,  a single row of  a 

checker  board. The circuitry 3 of a TV set limits the variations in br ightness  to about  

3If the station signal were to vary faster, the beam would blur or smear the variations along a line. We 
say that the TV set circuitry, which is designed to have a maximum bandwidth of 6 MHz, cannot follow 
more rapid variations than 500 pixels per line. Faster-changing signals which require a larger bandwidth are 
simply smeared. For example, a TV set, when used as a monitor, can display about 40 columns of type. A 
typical typed page, on the other hand, requires about 80 columns, implying that computer monitors must have 
at least 12 MHz of bandwidth, with high-resolution monitors having much more bandwidth than that. To 
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500 alternating black and white spots along one horizontal line, also referred to as 500 
pixels (picture elements) or as 500 lines of horizontal resolution. Thus the best that a 
TV set can do is display 250 dark and 250 light spots along a single line. For each pixel 
the eye can perceive about 10 gradations of light intensity (brightness). The brightness 
of a pixel depends on the strength of the electron beam at the pixel location. If we take a 
pixel, which is 1/500 of a line, as the basic information interval, we have as its quantity 
of information (for black and white TV) 

I '  - log 2 10 - 3.32 bits per pixel (9.5) 

We could also consider a single line as our basic information interval. Given that 

we have 10 states in each pixel and 500 pixels per line, the number of possible states in 
each line is 10500. We can now define the quantity of information in one line as 

I '  - -  log 2 10500 = 1661 bits per line (9.6) 

Similarly, the number of possible states per frame is 10500• , which gives as the 
quantity of information per frame 

I '  - log 2 1 0  2 6 2 5 0 0  - -  872,006 bits per frame (9.7) 

If we consider that 30 frames per second are received, we obtain 10500•215 pos- 

sible states, which gives 

I '  - log 2 107875000 : 26 .2 .106 bits per second (9.8) 

In conclusion, we observe that the quantity of information must always be identified 
by the length of the interval. 

9 .4  I N F O R M A T I O N  R A T E  

Typically the displays considered in the previous section change with time. We can 

express the rate of information change in units of bits per day, bits per hour, or what 

is adopted as a standard, bits per second. The rate of transmission of information I is 
defined as the product of the number n of identifiable intervals per second during the 
message and the quantity of information Io which is in each interval, that is, I = n Io or 

I = n log 2 S bits per second (bps) (9.9) 

where S is the number of states in the interval, as defined by (9.1). 

Note that rate is independent of interval length and is expressed in bits per second. 
Furthermore, convention is that the stated rate is always the maximum possible rate 

verify the above 6 MHz bandwidth for TV sets, we observe that ideally a TV screen should be able to display 
500. 525 �9 30 = 7.8.106 pixels per second. Equating the time interval between two pixels (one light and one 
dark) with the period of a sinusoidal signal, we obtain 3.9 MHz, which is reasonably close to the 4.2 MHz 
video signal component of a 6 MHz TV signal. 
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for a system. For example, if the traffic light display board in Fig. 9.1a is designed 
to change once every 15 s, then during an hour it will have changed 240 times, giving 
2 4 0 . 3  -- 720 bits for the maximum possible quantity of information. It is irrelevant 
that the rate is 0 at times when the display is shut down, or has a rate less than 720 bits 
per hour when at times the display malfunctions. The rate that characterizes this system 
is always the maximum rate of 720 bits per hour. 

9.4.1 Traffic Light 

The information rate of the traffic light system in Fig. 9.1a, if it changes once every 
15 s, is 

1 1 
I = - -  intervals/s. 3 bits/interval = - bits/s (9.10) 

15 5 

9.4.2 Teletype 

Teletype machines ran typically at 60 words per minute when reading the punched rib- 
bons. If the average word contains 5 letters followed by a space, we need 6 codes per 
second when receiving 1 word per second. The information rate is therefore, using 
(9.9), 

codes word 25 bits 
I - 6 word " 1 �9 log 2 s code 

= 61og2 25 =61og232  = 30bits/s (9.11) 

where the code rate is equal to n = 6 codes/s. 

9.4.3 Speech Signal 

A speech signal, as in Fig. 9.2a, is a continuous mix of many frequencies. The predomi- 
nant frequencies in speech are in the range of 100 Hz to 3000 Hz. Technically speaking, 
we say that speech has a frequency bandwidth of 2900 Hz. Speech sounds quite natural 
with frequencies restricted to this rangemnote the good quality of speech on telephones 
which are restricted to the above bandwidth. 

The example of a speech signal or any other that is a continuous (analog) signal is 
fundamentally different from the previous examples of the traffic light and the teletype 
machine that display discrete (digital) signals. There we talked about information per 
code, meaning information per interval during which the code is displayed. We assigned 
a binary number, shown in Fig. 9.1a, to each discrete state of the lights. This number 
remained unchanged during the interval that the lights did not change. We had a digital 
input (state of the three lights) and a digital output (the binary numbers). Output in 
digital form is required for processing by a computer. Similarly, for an analog signal 
such as a speech waveform, we would like to abstract a corresponding digital signal 
for processing in digital form. It appears that this should not be any more difficult than 
in the previous case. All that needs to be done is assign a binary number to each of 
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the 10 states of the speech signal in Fig. 9.2a, and we have our digital form. What 
is different though is that the magnitude of the analog signal is continuously changing 
with time, requiring continuously changing binary numbers. We are now presented 
with a dilemma: a number needs a finite time for its display, but if the signal changes 
significantly during the display time, the number has little meaning. Clearly, we must 
choose a display time short enough so the signal remains approximately constant in that 
time interval. This means that the rapidity with which the analog signal is changing 
determines the sampling intervals. Fortunately, a rigorous sampling theory exists which 
puts these notions on a precise foundation and allows a design engineer to choose the 
best sampling rate. 

Conve r s ion  to Digital:  The  Sampl ing  Process  

Figure 9.3a shows a speech signal v( t )  in which the horizontal time axis has been di- 
vided into sampling intervals of duration ts. The sampling rate, which is the number of 
sampling intervals per second, is then a frequency f s  equal to 1/ts. Clearly, the fastest 
changing parts of the signal determine the length of ts. To obtain an estimate of what 
ts should be, consider the fastest wiggle that can be observed in the signal and then 
imagine the wiggle to be a short segment of a sinusoid (shown dotted in Fig. 9.3a). It 
is reasonable to associate the frequency of this sinusoid with the highest frequency fh  
that is present in the signal. For the wiggly part of the signal to stay approximately 
constant during a sampling period ts, ts must be shorter than the period of the wiggle 
or, conversely, the sampling rate must be faster than the highest frequency in the speech 
signal. 

The question, "What is the appropriate sampling rate?" is precisely answered by 
the Nyquis t  sampl ing  cri terion which states that no information is lost by the sampling 
process if the sampling frequency f s  satisfies the criterion 4 

fs >_ 2fh (9.12) 

where fh  is the highest frequency present in the waveform being sampled. Thus, if 
the signal is sampled twice during each period of the highest frequency in the signal, 
we have converted the signal to digital form for further processing (by a computer, for 
example) and for transmission. The Nyquist criterion guarantees us that the sampled 
signal Vs which is a sequence of discrete values, v(0), V(ts), v (2 ts ) ,  v(3ts)  . . . . .  con- 
tains all the information of the original analog signal and in fact the original signal 

4Since the highest frequency fh and the bandwidth B of a speech signal are approximately equal, (9.12) 
is often stated as fs > 2B. Bandwidth is a range of frequencies, typically defined as B -- fh -- fl, where the 
subscripts h and 1 denote the highest and lowest frequencies. Since speech covers the range from the lowest 
frequency (approximated by 0) to about 3000 Hz, the bandwidth of speech is B -- 3000 Hz and we can state 
that fh = B. Speech is also referred to as being at baseband. Baseband systems transmit the basic or original 
signal with no frequency translation. Since a baseband signal such as speech is limited to a short distance over 
which it can be heard, it can be placed on a carrier which has the desirable property of traveling long distances 
with little attenuation. For example, in Chapter 5 we studied AM radio which takes a baseband signal such as 
speech or music and superimposes it (called modulation) on a high-frequency signal (the carrier) which can 
travel far into space. 
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F I G U R E  9.3 (a) A speech signal v(t) divided into sampling intervals whose length is determined by the 
highest frequency present in the signal. (b) A sampling function is a periodic train of pulses. (c) A switch 
rotating at the Nyquist rate gives sampled values of the signal at periodic intervals. 

v(t) can be uniquely extracted from Vs(t). This rather amazing and not at all obvious 
result--which implies that valuable information is not lost in the sampling process--is 
demonstrated whenever we use digital audio and video. The concepts presented in this 
paragraph are known as the sampling theorem. 

How is such sampling performed in practice? Figure 9.3b shows a sampling func- 
tion, call it s(t), which can be produced by a high-speed electronic switch. 5 If s(t) 
is multiplied by an analog signal v(t), we obtain the sampled signal Vs(t) = v(t)s(t).  
Thus the sampling operation is simply multiplication by s(t), where s(t) is nothing 
more than a periodic pulse train as shown in Fig. 9.3b. Note that the width r of the 
sampling pulses is not really important as long as r is much smaller than the sampling 
period ts (if r becomes vanishingly small, we refer'to it as an ideal sampling train). 

Reconstructing the Analog Signal 

How do we know that the sampled signal contains all of the information of the origi- 
nal analog signal? To answer this question, we must look at the frequency content of 

5For purposes of illustration, Fig. 9.3c shows a rotating mechanical switch which periodically connects 
the input signal to the output and thereby provides sampled values. If the switch rotates at the Nyquist rate or 
faster, it will make contact for a brief time (assumed to be r seconds) and by that means allow a small portion 
of the analog signal to pass through, repeating the process every ts seconds. 
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our analog signal. The analog signal can be described uniquely in the time domain as 
v(t) or in the frequency domain as V ( f ) ,  where V ( f )  gives the amplitudes of all the 
frequencies that are present in the analog signal. The Fourier transform relates v(t) and 
V ( f )  in the two domains. 

Detour: Signals and Their Spectra 

Before we go on, let us familiarize ourselves with some common signals and their spec- 
tra. In Section 5.6 we already introduced the Fourier series which related a periodic 
time signal to its discrete spectrum--"discrete" meaning that only specific frequencies 
were present. Similarly we can show that an aperiodic signal such as single pulse in 
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the time domain will give a spectrum that is cont inuousm"cont inuous"  meaning that 
all frequencies are present. Figure 9.4 gives a table of familiar time-domain functions 
and their spectra. For example, Fig. 9.4a, a sinusoid cos 2rcfot, has obviously only a 
single frequency fo for its spectrum. Similarly a DC voltage, Figure 9.4b, has a single 
frequency f = 0 for its spectrum. These are two examples of uniform motion in the 
time domain which are single-frequency phenomena. Nonuniform and abrupt motions, 
on the other hand, result in a spread of frequencies, as Figs. 9.4c to e illustrate. Fig- 
ure 9.4c, a square pulse such when a battery is turned on and off, results in a continuous 
spectrum referred to as a sinc function. A highly useful signal is obtained by starting 
with a single-frequency sinusoid and turning it on and off as shown in Figure 9.4d. The 
frequency spectrum of such a signal is the frequency spectrum of a pulse, shape V ( f )  
in 9.4c, but shifted to the frequency fo. In other words we have placed the baseband in- 
formation of a pulse on a carrier which can transmit the baseband information over long 
distances solely determined by the properties of an electromagnetic wave of frequency 
fo.  A series of pulses representing binary numbers is transmitted that way. A final fig- 
ure to become familiar with is a very sharp and narrow pulse in time (a lightning stroke, 
a sharp noise spike, etc.) which yields a frequency spectrum, as in Fig. 9.4e, which is 
un i form- -mean ing  that all frequencies are present in equal strength. We can now make 
a general observation: a gradually changing signal in t has a narrow spread of frequen- 
cies whereas an abruptly changing signal produces a wide spread of frequencies. Note 
that a square pulse of length T seconds will have most of its frequencies concentrated in 
a bandwidth of 1 / T Hertz--implying that a very abrupt pulse for which T is very short 
will be, so to speak, all over the place in the frequency domain. This inverse relationship 
between t and f is fundamental to the Fourier transform. II 

Let us return to the reconstruction of a sampled signal. Say the spectrum of an analog 
signal v(t)  to be sampled looks like that in Fig. 9.5a" it has a strong DC component 
( f  -- 0) with the higher frequencies tapering off linearly to zero at B, which we call the 
bandwidth of the analog signal (in the time domain a signal v(t)  - ( s i n t / t )  2 = sinc2t 
would produce such a spectrum). The highest frequency f in this band-limited signal 
is therefore f = fh = B and no frequencies beyond B exist in the signal. 

The reconstruction of the original analog signal from the sampled signal is surpris- 
ingly simple once we realize that the spectrum of the sampled signal is just like the 
original spectrum except that it repeats itself periodically as shown in Fig. 9.5b. This 
repetition of the spectrum in the frequency domain is a consequence of sampling the 
analog signal periodically in the time domain. 6 The period of the new spectrum is equal 
to the sampling rate fs .  It appears that the sampling operation has preserved the message 
spectrum because the spectrum of the original signal and the sampled-signal spectrum 
for which f < B are identical--as long as the sampling is done at the Nyquist rate or 
faster (oversampling). But when undersampling, Fig. 9.5d shows that the replicas over- 
lap, which alters and distorts the baseband, making recovery impossible. The recovery 

6The fact that the spectrum after sampling is the sum of V (f) and an infinite number of frequency-shifted 
replicas of it is a property of the Fourier transform: multiplication of two time functions, as in v(t) �9 s(t), is 
equivalent to the convolution of their respective Fourier transforms V (f) and S(f). 
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sampled at the rate fs = 2B. (c) The spectrum when oversampled at fs > 2B. (d) The spectrum when 
undersampled at fs < 2B. 

of the original signal, not at all obvious in the time domain, is obvious in the frequency 

domain: merely eliminate the frequency content in the sampled-signal spectra above the 
baseband frequency B. In other words, eliminate the extra replicas which were created 

by the sampling process, and one is left with the original signal. It is that simple. In 

a real situation once a sampled signal is received, it is passed through a low-pass filter 

which eliminates all frequencies above f = B, thus reproducing the original signal in 

real time at the receiving end. 
We can use a simple RC filter, covered in Sections 2.3 and 5.5, to perform the low- 

pass filtering. The RC filter shown in Fig. 2.6 (repeated in Fig. 9.7b), has a cutoff 

frequency 1 

fh = B = (9.13) 
2rc R C  

and its bandwidth is sketched in Fig. 9.6a. 7 Passing an analog signal that is sampled 

at f s  = 2B through such a filter would "strip off" all high frequencies above B, as 
suggested in Fig. 9.6b, leaving the original analog signal, Fig. 9.6c. It should also be 
evident that oversampling, even by a small amount  can be very beneficial as it creates 

guard bands between the replicas. Guard bands, as is evident in Fig. 9.5c, are dead 

zones of frequencies in the range B < f < fs  - B. The existence of guard bands 
makes the design of the RC filter less critical because now the cutoff frequency (9.13) 

7For the sake of simplicity, we are using an elementary RC filter which attenuates the high frequencies 
slower than the slope of the filter in Fig. 9.6a suggests. To obtain the sharper cutoff characteristics H(f )  
shown in Fig. 9.6a, filters more complex (and more expensive) than the simple RC filter are used in practice. 
An ideal filter would have a slope which is vertical (see Fig. 9.10b), that is, pass all frequencies up to B 
equally and completely attenuate all frequencies larger than B. One reason for oversampling is that shallow- 
slope filters become usable instead of steep-slope filters which are expensive, complicated, and difficult to 
design. 
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FIGURE 9.6 Recovery of the original signal from the sampled signal. A low-pass filter (a) eliminates 
all replicas in the spectrum of the sampled signal, (b) allowing only the spectrum of the original signal (c) to 
pass. 

can be anywhere in the guard band for the filter to be effective. Note that when sampling 
is at precisely the Nyquist frequency, the guard band is zero, as shown in Fig. 9.5b. 

There are two mechanisms that can cause severe distortion. One occurs when the 
analog signal possesses frequencies beyond a bandwidth that contains most of the sig- 
nal. 8 For example, even though speech as shown in Fig. 9.7a is concentrated at fre- 
quencies less than 3000 Hz, implying that a sampling frequency twice that should be 
adequate for sampling the speech signal, speech does have frequency content beyond 
3000 Hz. It is the frequency content beyond 3000 Hz that will cause distortion if sam- 
pling is at 2 x 3000 Hz because these frequencies are in effect undersampled and there- 
fore will show up in the baseband, making distortion-free recovery impossiblemthis 
is identical to the distortion suggested in Fig. 9.5d. A distortion mechanism in which 
replica frequencies of a sampled signal overlap the baseband is called aliasing, meaning 
that high-frequency components take on the identity of a lower frequency in the spec- 
trum of the sampled signal. To avoid such distortion, frequencies above 3000 Hz in the 
original signal must be removed once it is decided to sample at a 6000 Hz rate. This 
is called prefiltering of the original signal and is accomplished by passing the signal 
through a low-pass RC filter before sampling the signal. Of course, to avoid aliasing we 
can always sample at a faster rate. The second distortion mechanism occurs when the 
signal is undersampled, causing aliasing. The remedy is to sample at a faster rate. 

EXAMPLE 9.1 The frequency spectrum of a typical speech signal is shown in Fig. 9.7a. 
It shows that even though speech can have frequencies as high as 10 kHz, much of the 
spectrum is concentrated within 100 to 700 Hz, with it sounding quite natural when the 
bandwidth is restricted to 3 kHz. Show the necessary design steps to transmit this as a 
digital voice signal over telephone lines. 

Telephone speech signals are generally restricted to 3 kHz of bandwidth. To prepare 
this signal for sampling, which must be done at least at a 6 kHz rate, we will first 
low-pass filter the speech signal by passing it through a RC filter of the type shown 
in Fig. 9.7b. Such prefiltering will eliminate aliasing errors. If we choose the cutoff 

8Real signals are rarely band-limited, i.e., confined to a band of frequencies with no frequencies outside 
that band. The reason is that real signals are time-limited, that is, they have a beginning and an end and 
therefore cannot be band-limited simultaneously. An examination of our table of signals and their spectra, 
Fig. 9.4, confirms this as it shows that only unlimited signals in time (Figs. 9.4a and b) can be band-limited. 
It shows the remaining time-limited signals to have unlimited bandwidth. 
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F I G U R E  9.7 (a) A typical frequency spectrum of a speech signal. (b) A simple low-pass filter. Generally 
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speech signal through a low-pass filter. 

frequency of the filter as 3 kHz, then from (9.13), the resistance is calculated as R = 
1060 f2 if capacitance is chosen to have a value of C = 0.05 # E  The spectrum of 
a prefiltered speech signal looks like that shown in Fig. 9.7c. Generally one samples 
at a higher rate than 6 kHz to ensure separation of baseband and replica spectra (i.e., 
create guard bands) and to compensate for poor filtering characteristics of nonideal 
filters which do not have sharp cutoff characteristics. A standard for telephone systems 
is to sample at 8 kHz. II 

EXAMPLE 9.2 The device that makes conversions of analog signals to a digital form 
is the analog-to-digital converter (ADC). Every ADC requires a certain amount of time 
to perform the A/D conversion. A typical ADC device is characterized by a maximum 
conversion time of 40 #s. What is the highest-frequency signal that could be sampled 
on the basis of the Nyquist criterion? 

The highest rate of data conversion using this device is 

1 1 

fmax = 40/zs 40 .10 -6s  
= 25 kHz 

If this is to be the highest sampling frequency, then according to the Nyquist criterion, 
the highest signal frequency that can be represented without distortion is 

1 25 kHz 
- f-,ax = = 12.5 kHz 
2~.,. 2 
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EXAMPLE 9.3 The rudder position of an airplane is telemetered by a signal which 
has a bandwidth of 0-30 Hz. What is the shortest time for this signal to change to a 
distinctly new state? 

Referring to the fastest-changing part of a signal such as the "wiggle" in Fig. 9.3a, 
we see that when the signal changes from a min to a max, that change takes a time of a 
half-cosine. This time is a measure of the speed with which the rudder can change to a 
new position. Since the shortest time for a signal change is determined by the highest 
frequency in the signal bandwidth, we calculate that 

1 1 
= 0.017 s m . 

2 30 Hz 

is the shortest time. 
An acceptable answer to this problem can also be obtained by equating the shortest 

time with the 10-90% rise time of a pulse considered in (5.32) of Section 5.6. The 
rise time can be considered as the minimum time needed to change from one state to 
another. Thus tr = 0 . 3 5 / f h  "- 0.35/30 Hz = 0.012 s, which is somewhat shorter than 
the half-cosine timemnot unexpected as tr is taken between 10% and 90% of the rise to 
a new state. II 

EXAMPLE 9.4 A temperature transducer is a device that converts temperature to an 
analog (continuous) electrical signal. A particular temperature transducer is listed as 
having a time constant r of 0.4 s. (a) What is the signal bandwidth that can be associated 
with such a transducer? (b) If the tranducer signal is to be converted to a digital signal 
by sampling, how frequently must the transducer output be sampled? 

(a) Specifying a device by a time constant implies it is a linear, first-order system 
such as an RC low-pass filter considered previously in (9.13). Any transducer should 
be able to follow slow variations, but eventually due to inertia of its parts, will cease 
to produce output when the input varies too quickly. To use a time constant and its 
associated bandwidth to describe when a transducer fails to follow input variations, 
consider the comer frequency of a low-pass filter, which is the frequency at which the 
output has decreased by 3 dB. Using (9.13) we have that fh = B = 1 / 2 r c R C  = 1/2zrr, 
where the time constant is r = R C. Hence, the signal bandwidth B is given by B = 
1/2zrr = 1/(2zr �9 0.4 s) -- 0.398 Hz. Should the temperature vary faster than this 
frequency, the tranducer would not be able to follow and hence could not generate a 
corresponding electrical signal that is higher in frequency than 0.398 Hz. 

Note: to refresh the relation between time constant and bandwidth, the student should 
review Eqs. (6.27, p. 222), (5.32, p. 181), (5.22, p. 173), and (2.14, p. 59), and Sec- 
tion 1.8.2, "Time Constant," which follows Eq. (1.53, p. 39). 

(b) Once we decide on a sampling frequency for the analog signal, we must make 
sure that no frequencies greater than half the sampling frequency are present in the 
analog signal. We can do this by passing the analog signal through a low-pass filter. 
Ideally, the filter should have a very sharp cutoff at half the sampling frequency. The 
penalty for using a filter with a gradual roll-off such as the simple RC filter is a higher 
sampling frequency. 
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It was shown that the highest signal frequency available from the transducer is 0.398 Hz. 
If we were sure that no higher frequencies are present, then sampling at 2 -0 .398  = 
0.796 Hz would be sufficient. In practice, however, we would first pass the transducer 
output through a low-pass filter with a cutoff frequency of, say, 0.45 Hz. Then instead 
of sampling at the required minimum rate of 2 .0 .45 = 0.9 Hz we should slightly over- 
sample at 1 Hz to account for presence of any low-amplitude higher frequencies that 
might get past the filter because the filter roll-off might not be sufficiently steep. Sam- 
piing at 1 Hz (that is, taking one sample every second) should give a sufficient safety 
cushion for good performance, n 

9.4.4 Information Rate of Speech 

Now that we have established what the sampling rate for a continuous signal must be, 
we can find the information rate of a speech signal. For transmission of speech by 
telephone, telephone circuits limit the maximum frequency to about 3000 Hz. The 
Nyquist criterion tells us that the slowest that we can sample such a signal is at 6000 Hz; 
sampling at this rate guarantees that the original signal can be reconstructed. Thus 
in such a system, with 10 distinguishable volume levels as shown in Fig. 9.2a, the 
information rate is 

I = 2 • 3000 • log 2 10 = 19,920 bits/s ~ 20 kbps (9.14) 

EXAMPLE 9.5 For comparison, let us look at commercial telephone lines and at com- 
pact CDs. 

For digital transmission of voice in the telephone network, the sampling rate is 
8000 Hz, and 8 bits (or 28 = 256 resolution or quantizing levels) per sample are used 
(to use 256 quantizing levels implies that the noise on the telephone line must be suffi- 
ciently low to allow the division of the voice amplitude into 256 steps). The sampling 
rate corresponds to a maximum voice frequency of 4000 Hz but the voice signal is 
filtered so that its spectrum is in the range of 300 Hz to 3400 Hz, allowing for a small 
guard band. Thus, to send a voice signal as a bit stream one must send 8 bits, 8000 times 
per second, which corresponds to a bit rate of 64 kbps. 

For the example of a compact disc, the sampling rate is about 41 kHz, which corre- 
sponds to a maximum frequency of 20 kHz for the audio signal. The amplitude of each 
sample of the signal is encoded into 16 bits (or 216 -- 65,536 quantization levels), giving 
it a bit rate of 16- 41 = 656 kbps for each of the left and fight audio channels. The total 
rate is therefore 1.3 Mbps. A 70-min CD stores at least 70.60.  (1.3.106) = 5460 Mbits 
or 5460/8 = 682 Mbytes, which makes CD-ROMs a convenient medium to distribute 
digital information such as software programs. II 

EXAMPLE 9.6 Compare music CDs' 44 kHz, 16-bit sound and 22 kHz, 8-bit sound. 
We can ask how much resolution is needed to create convincing digital sound. When 

converting an analog signal to digital we speak of resolution in two dimensions: along 
the horizontal axis we sample the signal at discrete intervals and along the vertical axis 
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FIGURE 9.8 Comparison  o f  high-resolut ion 16-bit sound sampled  at 4 4  k H z  to 8-bit, 22 kHz  sound. 

we quantize the amplitude. As Fig. 9.8 illustrates, the important factors in producing 
a convincing digital reproduction of natural sound are sampling frequency (how often 
the change in amplitude is recorded) and bit depth (how many steps the amplitude can 
be divided into, also known as quantization). The sampling frequency must be at least 
twice the rate of the analog sound's frequency (if sampling and sound frequency were 
the same, one would keep sampling the sound wave at the same point in its cycle, 
producing a straight line, or silence). Sampling at 44 kHz can capture sounds with 
frequencies up to 22 kHz, which can be considered the full range of human hearing. 
Bit depth affects sound clarity. Greater bit depth allows more accurate mapping of the 
analog sound's amplitude. I 

9.4.5 I n f o r m a t i o n  Rate  of  Telev is ion Signal  

A picture is created on a television screen by an electron beam sweeping out a frame of 
525 horizontal lines every 1/30 of a second. If each line can display 500 pixels, the rate 
of pixel display is 

n = 500 x 525 x 30 = 7.875 �9 106 pixels/s (9.15) 

Since we assumed that there are 10 gradations of light intensity which the eye can per- 
ceive at any point in the received picture, we have for the information rate of television 

I -- n log 2 10 -- 7.875 �9 106 x 3.32 -- 26.2 Mbits/s (9.16) 
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The information rate of a television signal is therefore 26.2 megabits per second. TV 
signals 9 are assigned a bandwidth of 6 MHz per channel, of which the video portion 
takes up 4.2 MHz. Currently TV signals are amplitude-modulated (AM) analog signals. 
A question naturally arises: if TV signals were digitized, how much bandwidth would 
be required to transmit such a signal, and would it be possible to send it over a 4.2 MHz 
bandwidth? If we use simple on-off coding (pulse-code modulation or PCM) which 
achieves at best 2 bits/cycle (or 2 bps/Hz), then a bandwidth of 26.2 Mbps/2 bps/Hz 
= 13.1 MHz is needed. To send a 26.2 Mbps digital signal over a 4.2 MHz channel 
would require ingenious coding with an efficiency of 26.2/4.2 = 6.2 bits/cycle. An- 
other possibility would be a band-compression technique which would compress the 
26.2 Mbps digital signal to a 9.2 Mbps signal. A 9.2 Mbps signal could then be trans- 
mitted in a 4.2 MHz-wide channel. 

The quality of a TV picture is limited by the resolution in the vertical and horizontal 
direction. For each direction, resolution is expressed in terms of the maximum numbers 
of lines alternating between black and white that can be resolved. 

Vertical Direction 

Resolution in this direction is primarily specified by the number of horizontal scan- 
ning lines (also called raster lines) when system specifications were adopted. In the 
United States, the NTSC (National Television System Committee) standard specifies 
525 horizontal lines per frame. In Europe it is 625 lines, and the HDTV (high-definition 
television) standard has 1125 lines. In practice, however, the 525 lines of the NTSC 
format must be reduced by the retrace lines, leaving about 483 lines, and not all of these 
can be active in image formation because in general the raster does not align perfectly 
with the rows of the image. Arbitrary raster alignment typically reduces the 483 line 
resolution by a factor of 0.7. 

Horizontal Direction 

Horizontal resolution is determined by the 4.2 MHz bandwidth (B) allotted to the video 
signal. It is expressed in terms of the maximum number of lines that can be resolved 
in a TV picture along the horizontal direction. If we assume the incoming video signal 
is a sinusoid, varying at a maximum frequency limited only by the bandwidth B, i.e., 
fmax = B, the resulting TV picture would be a sequence of alternating dark and light 
spots (pixels) along each horizontal scanning line. 1~ The spacing between spots would 
be a half-period of the sinusoid, in other words, two spots per period of fmax. This gives 

9For example, channel 2 is assigned the frequency spectrum of 54-60 MHz. The frequency spectrum in 
MHz of the VHF TV channels is 2, 54-60; 3, 60-66; 4, 66-72; 5, 76-82; 6, 82-88; 7, 174-180; 8, 180-186; 
9, 186-192; 10, 192-198; 11, 198-204; 12, 204-210; 13, 210-216. The UHF channels 14 and up are in the 
range of 470-806 MHz. 

10If the spots of the 525 scanning lines line up vertically, we would see vertical lines fill a picture frame. 
Therefore, it is common practice to speak of lines of resolution in the horizontal direction. 
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for the horizontal resolution Rh 

eh = 2 B ( T -  Tr) (9.17) 

where T is the duration of one scanning line (equal to 1/(525 lines per frame • 30 
frames per second) = 63.5 #s per line) and Tr = 10 #s is the retrace time per line. 
Using these figures we can calculate a horizontal resolution of 449 lines. This is rarely 
achieved in practice and a resolution of 320-350 lines is common in typical TV sets. 
For comparison, the resolution of VCRs is only about 240 lines. 

EXAMPLE 9.7 The characteristics of a HDTV are 1125 horizontal lines per frame, 
30 frames per second, and a 27 MHz bandwidth. Find the line frequency, horizontal 
resolution, and number of pixels per frame. 

Tline - -  (1/30)s/1125 lines= 29.63 #s/line, which gives for the line frequency 
f l ine  - -  1 / 7]ine = 33,749 lines per second. 

Horizontal resolution, using (9.17), is Rh = 2 .  27 MHz (29.63-2.96)/zs = 1440 
pixels or lines of horizontal resolution. In the above calculation 10% of the time needed 
to trace one horizontal line was used as the retrace time. 

The maximum number of pixels per frame is therefore 1440- 1125 = 1.62 million. 
In practice this number would be less as the number of resolvable horizontal lines might 
only be around 800 (1125 is the number of scanning lines). II 

EXAMPLE 9.8 Calculate the time it would take to fax a magazine page, 30 x 50 cm in 
size with a resolution of 40 lines/cm, over a voice telephone channel with a bandwidth 
of B = 3 kHz. Assume zero time for horizontal and vertical retrace and that all scanning 
lines are active. 

The number of pixels per page are (30.40)  �9 (50-40) - 2.4 million. Assuming that 
we can transmit 2 pixels per period of the highest frequency in the bandwidth, the rate 
of pixel transmission is then f = (3.103 periods/s) .(2 pixels/period) = 6.103 pixels/s. 
The time for transmitting a page is then given by Tpage - -  2.4.  106/6 �9 l 0  3 = 400 S 
= 6 . 7  min. m 

9.5 D I G I T A L  C O M M U N I C A T I O N  N E T W O R K S  

The majority of today's communication systems are digital. It is much cheaper to store, 
manipulate, and transmit digital signals than analog signals because advances in elec- 
tronics have made digital circuits more reliable and cheaper than analog circuits. 

One of the advantages of digital communication is noise-free transmission of mes- 
sages over long distances. A transmitted signal continues to deteriorate with distance 
because noise is continuously adding along the path of the channel as suggested in 
Fig. 9.9. Analog signals become progressively more contaminated with noise, and be- 
cause they are complex, cannot be regenerated to their original shape at the receiving 
end. Digital signals, on the other hand, are simple on-off pulses which also become 
contaminated and distorted as they travel, but as long as one can still recognize the 
presence or absence of a pulse at the receiving end the original digital message can be 
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F I G U R E  9.9 Block diagram of a communication system. Noise which will distort the message, is added 
along the communication channel which can be free space or transmission lines such as twisted copper wire 
pair or coaxial or fiberoptic cable. 

completely restored. Communication or transmission channels respond to the different 
frequencies of a signal much like a low-pass RC filter. Transmission lines like a coaxial 
cable transmit low frequencies well but gradually begin to attenuate higher frequencies, 
which is exactly how a simple low-pass RC filter behaves (see Fig. 9.14). 

Another advantage, not available to analog signals, is time-domain multiplexing. Its 
use is a natural in digital systems. It is a technique for packing many digital messages 
in a single channel, making for very efficient transmission of information. Before we 
continue with multiplexing, let us consider bandwidth first. 

9.5.1 Bandwidth 

There is no universally satisfying definition for bandwidth. Bandwidth gives important 
information about the signal in the frequency domain. We have already used it in con- 
nection with analog signals. There we stated that bandwidth of a continuous signal is 
simply equal to the difference between the highest and lowest frequencies contained 
in the signal. For digital signals, though, the discontinuous steps of the digital pulses 
introduce infinite frequencies and use of bandwidth is more challenging--sometimes 
bandwidth is even confused with the bits per second information rate which gives im- 
portant information about the digital signal in the time domain. Bandwidth is used in 
two ways: to characterize a signal and to characterize a system. Let us first consider 
typical analog signals such as speech. 11 

9.5.2 Bandwidth of Signals 

If we state that a signal has a bandwidth B, we mean that the signal contains a range of 
frequencies 

B = A f  = f2 -- fl  (9.18) 

11 Technically speaking we do not need to differentiate between analog and digital signals. After all, we 
need only to look at the spectral content of each signal, the extent of which determines bandwidth. Typical 
analog signals, though, usually have a finite bandwidth, whereas digital signals usually have unlimited band- 
width, as a look at Fig. 9.4 shows. But also for digital signals it is useful to specify a finite bandwidth. We 
define bandwidth for digital signals as a range of frequencies that contains most of the energy of the signal. 
For example, we normally state that the bandwidth B of a T-long pulse is B -- 1/T, because as shown in 
Fig. 9.4c, most (90%) of the energy of the pulse is contained between the frequencies of 0 and 1/T. Note that 
Fig. 9.4 shows signal spectra; the energy or power spectrum is the square of the signal spectrum. 
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where f2 is the highest, and fl  the lowest, significant frequency of the signal. Fig- 
ure 9.7c shows the bandwidth of a telephone speech signal, where B = 3 kHz with 
f2 = 3 kHz and fl  ~ 0. We say this signal is at baseband. 12 Baseband signals are 
produced by sources of information. In music or speech directed at a microphone or a 
scene filmed by a video camera, the microphone and the camera will produce baseband 
signals. For transmission purposes baseband signals are shifted to higher frequencies by 
the modulation process and are then referred to as passband signals. For example, if a 
telephone speech signal were to be broadcasted on the AM band by, say, station WGN, 
the speech signal would be used to modulate the 1 MHz station signal (also referred 
to as a carrier signal) and the composite signal would be sent out over the airwaves. 
The range of frequencies of the transmitted signal would be 1 M H z - f 2  to 1 MHz + f2 
(assuming fl  = 0), giving us a bandwidth of B = 2f2 = 6 kHz. The bandwidth of 
the transmitted signal is thus twice the baseband signal. We call this double-sideband 
transmission and it is a peculiarity of AM modulation which introduces this redun- 
dancy in the transmitted signal, putting the baseband information in the upper (1 MHz 
+f2  - 1 MHz = 3 kHz) and lower sideband (1 MHz - (1 MHz - f 2 )  = 3 kHz). Ex- 
cept for this wasteful doubling of the transmitted frequency spectrum, AM is perhaps 
the most efficient modulation technique in terms of frequency spectrum needs. For more 
detail on AM see Fig. 9.19. 

It appears that a strong relationship between bandwidth and information exists. Us- 
ing the speech signal in Fig. 9.7 as an example, we can state that bandwidth is a range of 
frequencies required to convey the information of speech. As a corollary, we can state 
that a signal with zero bandwidth has zero information. 13 Zero-bandwidth signals are 
single-frequency signals. In practice such signals are observed quite often. They are 
the station signals remaining when a broadcast--music or speech--momentarily stops, 
leaving the station carrier signal as the only signal being broadcast. For WGN, for ex- 
ample, it would be the 1 MHz signal. At such time no information is conveyed except 
for 1 bit of information that is the answer to the question, "Is the station on or off?" 
Summarizing, we can generally state that more bandwidth is required for signals with 
more information as the following examples indicate: telephone speech requires 3 kHz, 
high-fidelity music 15 kHz, and television 6 MHz. 

9.5.3 Bandwidth of Systems 

Bandwidth is also used to characterize a system. A system can be as simple as a low- 
pass filter or an amplifier, or as complicated as an entire satellite communication link. 
Bandwidth, when referring to a system or device, usually means the ability to pass, 

12See also footnote 4. 

13This is also nicely demonstrated by Figs. 9.4a and b, which show the sinusoid and the DC signal as two 
zero-bandwidth signals. Switching a DC signal on and off (Fig. 9.4c) generates an information bandwidth 
with frequencies primarily between 0 and ~ 1/T,  where T is the duration of the pulse. Using such a pulse 
to switch a frequency fo on and off, as in Fig. 9.4d, is what a transmitting station does when it modulates 
a carrier signal fo by a pulse and sends the composite signal out to be received and interpreted as a binary 
signal. 
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F I G U R E  9.10 (a) Bandwidth of an amplifier is defined between the -3  dB points. (b) An ideal band-pass 
curve that is not physically realizable. 

amplify, or somehow process a band of frequencies. Whereas bandwidth for a signal 
can be subjectivemas, for example, the speech signal in Fig. 9.7a where the bandwidth 
of maximum energy could be specified as the range between 100 and 600 Hz, or the 
bandwidth for telephone-quality speech as between 100 and 3000 Hz--bandwidth for 
a system is usually defined between the - 3  dB points. Figure 9.10a shows a typical 
band-pass curve for the amplifier of Fig. 5.9. Bandwidth is defined as that range of 
frequencies for which the amplifier gain is within 3 dB of midband gain. The frequency 
response of low-pass filters, high-pass filters, band-pass filters, and amplifiers can have 
steeper sides than those shown in Fig. 9.10a, but frequency response cannot have a 
discontinuous shape with a fiat top and vertical sides as shown in Fig. 9.10b, referred 
to as an ideal band-pass curve, because devices are made with components such as 
resistors, capacitors, transistors, etc., for which voltage and current vary continuously 
(although a goal of elaborate and expensive filters is to approach the ideal band-pass 
curve). 

We can now make a simple but powerful observation: when the bandwidth of a 
transmission system (consisting of amplifiers, filters, cables, etc.) is equal to or larger 
than the bandwidth of a signal that is to be transmitted over the system, that is, 

Bsignal _< Bsystem (9.19) 

then the entire information content of the signal can be recovered at the receiving end. 
Conversely, when the transmission bandwidth is less than the signal bandwidth some 
degradation of the signal always results. Bsystem is also known as the channel band- 
width. 

As examples of commercial utilization of the free-space spectrum, we can cite AM 
broadcasting which occupies a bandwidth of 1.05 MHz in the range of 550 kHz to 
1600 kHz. Each AM station uses a 5 kHz audio signal to amplitude-modulate a carrier 
signal which results in a double-sided 10 kHz signal which is broadcasted. Since the 
bandwidth of an individual AM radio station is 10 kHz, we could frequency-divide (see 
Fig. 9.21a) the AM band and have potentially 1050/10 - 105 stations broadcasting 
simultaneously. Practically this is not possible as the 10 kHz bandwidth of each station 
does not occur abruptly but tapers off gradually, leaving some signal energy above and 
below the 10 kHz band of frequencies. It is the job of the FCC (Federal Communi- 
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FIGURE 9.11 Passing an ideal square pulse of duration T through an ideal low-pass filter with a cutoff 
frequency B results in a distorted output pulse. Absence of high frequencies in the output manifests itself as 
a smoothing effect on the square input pulse: all sharp comers are rounded. 

cation Commission) to allocate frequencies to stations in a region that will minimize 
interference between stations. This means that for interference-free reception in any 
given locality, the number of stations must be much less than 105. The FM radio spec- 
trum occupies a 20 MHz band of frequencies between 88 and 108 MHz with a 200 kHz 
bandwidth allotted each station. The bandwidth of a TV station is 6 MHz, which if 
allotted to AM could carry 600 AM radio stations, or if assigned to telephone com- 
panies could carry 1500 telephone conversations. It is the scarcity of open free-space 
frequencies that explains why so much communication is done over wire and fiberoptic 
cables. In conclusion, when media people talk about bandwidth, they usually mean sys- 
tem bandwidth, specifcally that of a transmission channel, trunk, or link, which would 
allow more signals and faster transmission of those signals with increased bandwidth. 

9.5.4 Bandwidth of Digital Signals 

Now let us consider digital signals and the bandwidth requirements for pulse transmis- 
sion. We have to distinguish between the case of an exact reproduction at the receiving 
end of a transmitted square pulse (which represents a binary digit 1) and a distorted 
reproduction. An exact reproduction would require a transmission channel with infinite 
bandwidth as a square pulse has infinite bandwidth (see Fig. 9.4c). But if we only need 
to detect that a pulse has been sent, we can get by with a finite channel bandwidth. For 
example, if we were to calculate the effect of an ideal low-pass filter on a square pulse, 
we would find the output to be a distorted pulse which resembles the original pulse 
better and better with increasing bandwidth B of the filter. 

Figure 9.11 demonstrates this effect and shows that a filter bandpass of 2 / T  allows 
excellent identification of the original pulse but that a bandwidth of 1/4T would give 
the smooth and shallow curve for the pulse, which because of noise would result in too 
many misidentifications. For many purposes the bandwidth 

1 
B = (9.20) 

2T 

yields a resolution with an acceptable error rate. Since a transmission channel such as 
coaxial cable has band-pass characteristics similar to that of a low-pass filter, a pulse 
propagating down a cable will be affected similarly. Thus as long as the shape of the 
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FIGURE 9.12 A bandwidth of B -- 1/2T is sufficient to allow resolution of square pulses. Shorter pulses 
or smaller separations between pulses would require a larger bandwidth. 

received signal can still be identified as a pulse or the absence of a pulse, the sent mes- 
sage can be identified at the receiving end. This is at the heart of digital transmission 
when compared to analog transmission in which a signal becomes irreversibly distorted 
due to the addition of noise. In digital transmission, even though the individual pulses 
become badly distorted during propagation, as long as the distorted pulse that is re- 
ceived can be identified with the presence or absence of a pulse, the original message is 
preserved. Furthermore, the distorted pulses can be regenerated to their original shape 
at a repeater station and resent, thus making transmissions over long distances possible. 
Figure 9.12 shows a sequence of square pulses after low-pass filtering. Equation (9.20) 
gives the condition for distinguishing between output pulses spaced by T. A smaller 
spacing or a smaller bandwidth would result in overlap, making it difficult to identify 
separate pulses at the receiving end. Summarizing, we can state that the bandwidth 
required for a digital signal of R bits per second is R/2 Hz. 

EXAMPLE 9.9 A transmission channel is used for the propagation of pulses. Find the 
minimum channel bandwidth required for pulse detection and resolution of a sequence 
of 5 #s pulses which are randomly spaced. The minimum and maximum spacing be- 
tween pulses is 2 #s and 10 #s, respectively. 

To resolve pulses of 5 #s duration would require a transmission bandwidth of B = 
1/2.5 #s = 100 kHz. However, to resolve a spacing between pulses of 2/zs requires a 
larger bandwidth, given by B -- 1/2(2 #s) -- 1/4 ~s = 250 kHz, which is the required 
minimum bandwidth, n 

EXAMPLE 9.10 Here we examine the relationship between bandwidth and informa- 
tion rate for simple coding (pulse code modulation or PCM). 

A mechanically activated printer punches small holes in a paper tape, creating a 
coded message consisting of holes or the absence of holes and representing bits or the 
absence of bits of information. If the printer can punch up to 10 consecutive holes per 
second and if the tape is used for transmission at that rate, the bandwidth necessary for 
transmission is at least five cycles per second (5 Hz). If the printer can punch 2 million 
holes per second, and again if the tape is used for transmission at the equivalent rate, the 
source will be said to have a bandwidth of at least a million hertz. By the same token, 
in order to carry a signal of that bandwidth one needs a channel able to accommodate 
frequencies of up to a million hertz in order to transmit the information at the rate at 
which it is produced. Therefore, a source which produces information at the rate of N 
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bits per second (bps), coded as simple on-off pulses (PCM), has a minimum bandwidth 
of N/2 Hz. 

For this case we can justify the bandwidth of 1 Hz for 2 bits of information by 
viewing the square wave in Fig. 5.10 as a stream of a pair of on-off pulses per period T 
of the square wave. The fundamental frequency of the square wave is 1/T,  and hence 
2 bits/second per hertz. We can also arrive at the same conclusion by simply looking at 
Fig. 9.4a, which shows two distinguishable intervals per period T = 1/fo. Hence, the 
number of distinguishable intervals in a band of frequencies from fl  to f2 is 2B, where 

B = f z - f l .  
Using more efficient coding than PCM, higher rates than 2 bps/Hz can be obtained. 

For example, digitizing a 3 kHz telephone voice signal (Example 9.5) results in a 
64 kbps digital signal. Using simple on--off pulses to represent the 64 kbps signal 
would require a channel bandwidth of at least 32 kHz to transmit the digitized voice 
signal. Thus PCM requires 8 (= 32/4) times as much bandwidth as the original analog 
signal. Modems, using error-correction and band-compression techniques, are able to 
send a 28.8 kbps signal over a 4 kHz telephone line, giving a 7.2 bps/Hz efficiency of 
bandwidth usage. The ratio of data bit rate to channel bandwidth, measured in bps/Hz, 
is called bandwidth efficiency or spectral efficiency. I1 

9.5.5 Transmiss ion  Channe l s  

Channels for transmission of information can be an ordinary telephone transmission line 
consisting of a twisted pair of copper wires, a coaxial line, a parallel wire line (300 
TV twin lead), a waveguide, a fiberoptic cable; free-space transmission channels such as 
radio, television, mobile, and satellite antennae to receiver antennae; and point-to-point 
antennae such as the dish antennae on microwave towers. 

Transmission systems carry electrical signals. Hence, before a twisted pair of copper 
wires can carry a telephone conversation, the voice (acoustical signal) of a caller must 
first be converted by a microphone in the handset to an electrical signal, which in turn 
must be reconverted (by a speaker in the handset) to an acoustical signal at the receiving 
end for a listener's ear. The electrical signals on an open-wire line such as a twisted pair 
travel at the velocity of light, which is determined by the expression 

1 
v = (9.21) 

where e and # are the perminivity offree space (capacitance per unit length measured in 
farads/meter) and the permeability offree space (inductance per unit length measured in 
henries/meter), respectively. In free space v = 3 �9 108 m/s given that e = 9.854.10-12 
F/m and # = 47r �9 10 -7 H/re. The signal travels as an electromagnetic (EM) wave just 
outside the wires. It differs from a free-space EM wave (such as one launched by a TV, 
radio, or mobile antenna which spreads out in all directions), only in that it is bound to 
and is guided by the wires of the transmission line. 

When do two connecting wires become a transmission line? It is when the capac- 
itance and inductance of the wires act as distributed instead of lumped, which begins 
to happen when the circuit approaches dimensions of a wavelength (wavelength ~. and 
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frequency f are related by ~. = v / f ) .  At sufficiently high frequencies, when the length 
of connecting wires between any two devices such as two computers is on the order of 
a wavelength or larger, the voltages and currents between the two devices act as waves 
that can travel back and forth on the wires. Hence, a signal sent out by one device, 
propagates as a wave toward the receiving device and the wave is reflected unless the 
receiving device is properly terminated or matched. Of course, should we have a mis- 
match, the reflected wave can interfere with the incident wave, making communication 
unreliable or even impossible. This is important when networking computers, printers, 
and other peripherals which must be properly matched to avoid reflections. 

Other phenomena associated with waves are also important for transmission lines. 
One is characteristic impedance Zo of a transmission line, 

Zo = (9.22) 

which is the ratio of the voltage wave and current wave that propagate down the line. 
Another is the velocity of propagation on a transmission line which, by analogy to 
(9.21), is given by 

1 
v = (9.23) 

,/-cL 
where C and L are the distributed capacitance (farads/meter) and distributed inductance 
(henries/meter) of a particular transmission line. Another is the reflection coefficient r 
at the end of a transmission line which is terminated by a load impedance ZL, 

ZL - Zo 
r = (9.24) 

ZL + Z o  

The reflection coefficient is a ratio of reflected to incident voltage, that is, r - Vref lec ted /  

Vincident.  Hence, r gives the part of the incident voltage that is reflected by a terminating 
or receiving device. From (9.24) we see that to avoid the occurrence of a reflected 
voltage wave, we need to match the characteristic impedance of the transmission line 
to the load impedance; that is, if Zo - ZL, then r = 0 and the incident wave is 
completely absorbed by the load. In high-data-rate communication networks and in fast 
computers, the operating frequencies are sufficiently high that even short connections 
act as transmission lines which require matching. Hence, in high-speed computers if the 
physical dimensions of the computer can be kept small, reflections might be avoided. 

EXAMPLE 9.11 (a) Find the power drained from a 12 V battery that is connected at 
time t - 0 to a very long RG 58 coaxial cable. Sketch the outgoing voltage and current 
waves before they reach the end of the cable. The setup is sketched in Fig. 9.13a. 

(b) If a 1 km-long coaxial cable of the same type as in (a) is terminated by a 25 f2 
load resistance, calculate the reflected voltage and power and sketch the voltage that 
exists on the coaxial cable after reflection took place. 

Solution. (a) The characteristic impedance of the RG 58 coax is 50 g2, the in- 
ductance per unit length is 253 nil/m, and the capacitance per unit length is 100 pF/m. 
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FIGURE 9.13 A coaxial transmission line (suddenly connected to a battery) showing incident and re- 
flected waves of voltage and current. 

Using (9.23) we can calculate the wave velocity as 2 �9 108 m/s. When at time t = 0 the 
switch is closed, a 12 V voltage wave is launched by the battery and proceeds to travel 
down the line at a speed of 2 .  108 m/s. Similarly a coupled current wave of strength 

12 V/50 f2 - 0.24 A accompanies the voltage wave. Figures 9.13b and c show these 
waves. The battery is therefore drained at the rate of 12 V .0.24 A = 2.88 W. 

Solution. (b) The incident wave, upon reaching the end of the line, sees a sudden 
change in impedance from 50 f2 to 25 f2. Such a discontinuity causes a reflection of the 
incident wave similar to any other situation that involves a discontinuity, such as a tennis 

ball hitting a wall. Not all of the incident voltage will be reflected. Of the 12 V incident 

on the load resistance, the reflected voltage is Vr = r Vi = - 1 2 / 3  -- - 4  V, where the 
reflection coefficient r is given by (9.24) as r = (25 - 50)/(25 + 50) = - 1 / 3 .  The 
power absorbed by the load resistance is equal to the incident power minus the reflected 
power, i.e., 

PL = P i - - P r  

V 2 Wi 2 V 2 

ZL Zo Zo 

_ v? 
Z L  --  Zo  (1 - r 2) 

(9.25) 

Since the voltage across the load is VL = Vi + Vr = Vi(1  + r )  - -  1 2 ( 1 -  1/3) -- 8 V, 
the power absorbed by the load is PL -- 82/25 -- 2.56 W, the incident power is Pi = 
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122/50 = 2.88 W, and the reflected power is Pr = 2.88(1/3) 2 = 2.88 �9 1/9 = 0.32 W. 
Figures 9.13d and e show the total voltage and current that exist at one particular time 
after reflection took place. You will notice that the reflected voltage decreases the total 
voltage on the line (the voltage reflection coefficient is negative) but that the reflected 
current increases the total current. The reason is that the current reflection coefficient is 
the negative of the voltage reflection coefficient, a fact that derives from conservation 
of energy at the load as follows: if the power at the load is expressed by (9.25), then 

PL = VLIL  - (Vi -a t- Vr ) ( l i  + I r ) =  Vi(1 + r ) l i ( 1 -  r)  

= Vi(1 + r ) ( V i / Z o ) ( 1  - r)  - -  V i 2 / Z o ( 1  - r 2) 

and the reflection coefficient of voltage and current have the same amplitude but are 
opposite in sign. In other words, conservation of energy gives us the term (1 - r2), 
which factors as (1 - r 2) = (1 + r)(1 - r). Thus r = r v  = - r i .  

The motivation for this rather lengthy and detailed example is to convince the reader 
that unless the length of interconnections is short between two computers that com- 
municate with each other at high data rates, the associated high frequency of the high 
data rates makes any length of wires larger than a wavelength act as a transmission 
line. Unless properly terminated, the resulting reflection of the data streams can make 
communication between two such computers, or any other peripherals for that matter, 
impossible. II 

EXAMPLE 9.12 The capacitance of a 10 m-long transmission line is measured and 
found to be 500 pE If it takes 50 ns for a pulse to traverse the length of the line, find 
(a) the capacitance per unit length of the line, (b) the inductance of the line, (c) the 
characteristic impedance of the line, and (d) the terminating or load resistance to match 
the transmission line. 

Solution. (a) The capacitance per unit length is 500 pF/10  m = 50 pF/m. (b) 
Since the time to traverse the line is specified we can calculate the speed of the pulse as 
10 m/50 ns = 2.108 m/s. If we use this result in (9.23), the inductance/length of the line 
can be calculated as L = 1/v2C = 1 / (2 .  108) 2 �9 5 0 . 1 0  -12 = 0.5 #H/m,  which gives 

5 # H  for the inductance of the line. (c) Using (9.22), the characteristic impedance of the 
line is Zo = ( L / C )  1/2 = ( ( 0 . 5 . 1 0 - 6 ) / ( 5 0  �9 10-12)) 1/2 = (1000) 1/2 -- 31.6 f2. (d) A 

matched load would absorb all of the energy in the incident wave. This reflectionless 
case takes place when ZL  --  Zo = 31.6 f2. 

Even though the one-dimensional guided waves on transmission lines appear to be 
different from free-space waves which can spread out in all three dimensions, the basic 
principles are the same for both types. Free space can be considered as a transmis- 
sion line between transmitter and receiver antennae. Similar to transmission lines, free 
space has distributed capacitance and inductance (for vacuum, e and # are given as 
9.854- 10 -12 F/m and 4re �9 10 -7 H/m, respectively), it has a characteristic impedance, 
sometimes called wave impedance, given by Zo = 4r~-/e = 377 g2, just like (9.22), and 
has a reflection coefficient r just like in (9.24). 
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Twisted-Wire Transmission Line 

This is the classic line used in telephone circuits. The frequency response of such a 
line, which is shown in Fig. 9.14, looks like that of a low-pass RC filter (see Fig. 9.6a 
or 2.6b). Because the resistance of the wires increases with frequency, leading to in- 
creased IZR wire losses, the telephone line loss increases with frequency, and hence the 
low-pass filter action. 14 Figure 9.14 shows that the frequency response of a 1 km-long, 
twisted line is down by - 9  dB at 1 MHz and continues to decrease for higher frequen- 
cies. Let us assume that a simple, 1 km-long transmission system is needed. If a loss 
o f - 9  dB can be tolerated at the receiving end, a pair of twisted copper wires 1 km 
long would be the simplest implementation. The 1 km cable would have an effective 
bandwidth of 1 MHz which could be frequency-divided into 250 four-kilohertz-wide 
channels, each carrying analog voice signals. Of course a shorter cable would have a 
larger bandwidth and could carry more voice channels. Commercial telephone compa- 
nies use twisted-wire lines for short distances. The bandwidth of each line is divided 
into many voice channels, each 4 kHz wide (the division is done at the central station). 
Even though voices sound quite natural when restricted to 3 kHz, a 4 kHz bandwidth is 
used to give some separation (guard bands) between channels so as to minimize cross 
talk. On the other hand, the newer DSL service tries to use the entire 1 MHz bandwidth 
to give fast service at Mbps rates over twisted copper lines. 
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F I G U R E  9.14 Frequency response of three types of cables, each 1 km long. In the two metal-conductor 
cables the resistance and hence the loss increase with frequency f as f 1~2. In the fiberoptic cable attenuation 
increases as f2  because of pulse dispersion, where f is the frequency of the signal that modulates the light. 

14The loss increases with frequency f as ~ because the resistance of the wires increases as ~/-f. The 
increase in the wire resistance is caused by the skin effect, which forces the current in the wire to flow in a 
progressively thinner layer as frequency increases. This loss, which is proportional to -4 r - f  and is shown 
in Fig. 9.14, determines the frequency response of the transmission line. The decrease by this curve with 
frequency gives a transmission line a characteristic of a low-pass filter. 
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ISDN, Modems,  and Twisted-Wire Lines 

In an ideal telephone network the signals from each customer would be digital and re- 
main digital throughout the system until its final destination. In the present system, local 
lines which are pairs of twisted copper wires, originally installed for analog telephony, 
are used to transmit baseband voice signals from a customer or PBX (private branch 
exchange) to the local switching center (local exchange). There they are converted to 
digital signals for onward transmission over digital lines called trunks. Digital trunk 
lines interconnect exchanges. At the receiving exchange, the digital signal is converted 
back to an analog signal suitable for the local lines. When a customer uses a digital de- 
vice such as a fax machine or computer, a modem (modulator/demodulator) must first 
be used to convert the digital signal to analog form. A modem codes the digital infor- 
mation into a stream of sinusoidal pulses which the local lines then treat as though they 
were analog voice signals. If local lines were digital, modems would be unnecessary 
and digital devices could be connected directly to the lines--this is the principle behind 
ISDN, which is discussed next. However, because of the number of installed links from 
private customers to local exchanges, they will remain analog for the foreseeable future. 

ISDN (integrated services digital network) 15 is an effort to enable twisted copper 
lines to carry digital signals with a much higher bandwidth than the 4 kHz for which they 
were originally designed. Pulse code modulation codes the customer's analog devices 
to generate digital signals. The basic rate for ISDN access is two 64 kbps channels (B 
channels) plus one 16 kbps data channel (D channel), referred to as the 2B + D access. 
This gives a combined rate of 144 kbps, which is about at the limit for installed links 
between customers and exchanges which are twisted copper wires initially intended for 
analog service. To convert an ordinary twisted-pair copper wire line to ISDN service, 
the old-fashioned and slow analog switch must be changed to a faster digital switch at 
the local exchange. 

DSL (digital subscriber line) is a service 15 designed for much higher rates (in the 
Mbps range) using all of the 1 MHz bandwidth of twisted copper lines. It uses packet 
switching, which is a technique for data transmission in which a message is divided 
into packets and transferred to their destination over channels that are dedicated to the 
connection only for the duration of the packet's transmission. DSL users can receive 
voice and data simultaneously. 

Coaxial  Cable 

A 1 km-long coaxial line of the type shown in Fig. 9.14 has a larger band-pass than 
a twisted line by about a factor of 8, with a loss of only - 3  dB at 1 MHz ( - 9  dB 
at 8 MHz). It is also shielded as the outer cylindrical conductor of a coaxial cable is 
normally grounded. This means that one can route a coax through a noisy environment 
with little of the noise signals being added to the information signal that propagates on 
the coax. The frequency response of both lines can be made fiat up to about 100 MHz by 
using equalizer amplifiers which amplify the higher frequencies more than the low ones. 

15ISDN and DSL are discussed in more detail in later sections. 
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Possibly the most popular coax cable for short interconnections between computers is 
the 50 f2 RG 58 cable; for television connections the common cable is the 75 f2 RG 59. 
Both cables are light, flexible, and comparatively thin but have rapidly increasing losses 
for longer lengths. 16 

Fiberoptic Cable 

For really large bandwidth the optical fiber reigns supreme. A typical glass fiber is 
thinner than a human hair and is made of pure sand, which, unlike copper, is not a 
scarce resource. Light propagates in a fiber at a wavelength of 1.3 #m (230 THz -- 
230,000 GHz -- 2.3 �9 1014 Hz) virtually loss-free (transmission losses can be as low 
as 0.2 dB/km). Because of this low attenuation, the distances between repeaters can 
be very long, up to a few hundred kilometers, and short transmission links do not need 
any repeaters between the transmit and receive terminals. The flat attenuation of 1 to 
2 dB over a large frequency range shown in Fig. 9.14 is due to light loss. A natural way 
to place information on an optical fiber is by rapid on-off switching of the light that 
enters the fiber, making such a cable a natural for the transmission of digital signals. 
It is the frequency of the digital modulating signal that is used to label the horizontal 
axis in Fig. 9.14 for the fiberoptic cable. Modulating signals can be as high as 10% 
of the carrier frequency, making the theoretical bandwidth about 2 �9 1013 Hz for fiber 
optics, which is extremely high. Such high switching speeds are beyond our present 
technology, and even if they were possible, the steep roll-off shown in Fig. 9.14 limits 
the bandwidth of a fiber cable. The roll-off is determined by pulse dispersion on the 
optical cable, which gives an effective attenuation of 3 dB at about 30 GHz. If we use 
the - 3  dB point to define the low-pass band of a fiberoptic cable, we still have a very 
large bandwidth of 30 GHz~which  gives voice, video, and data speeds of at least 100 
times faster than those for the standard copper wiring used in telecommunications. Note 
that this bandwidth represents only a small fraction of the promise of this technology. 

The practical information-carrying rate of a fiber is limited by pulse dispersion, 
which is the tendency of a pulse which represents the binary digit 1 to lose its shape 
over long distances. Optical fibers transmit different frequencies at slightly different 
speeds. Since the frequency content of a short pulse is high (see Fig. 9.4d) and since the 
higher frequencies travel a bit faster than the lower ones, the propagating pulse tends 
to stretch or elongate in the direction of propagation-consequently a series of pulses 
become smeared and unrecognizable. This pulse widening due to dispersion grows as 
f2  (where f is the modulating frequency of the information signal) and accounts for 
the steep attenuation in optical fiber shown in Fig. 9.14. Nevertheless the optical fiber 
has revolutionized long-distance communications and will continue to do so, especially 
with progress toward dispersion-free propagation in fibers, faster electronic switching, 
and eventually all-optical switching. 

16For more data on transmission lines see Chapter 29 of Reference Data for Radio Engineers, H. W. Sams, 
Indianapolis, 1985. 
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Wireless Transmission 

Whenever it is impractical to string cables between two points we resort to free-space 
communication. Familiar cases are those of AM, FM, and TV broadcasting which in- 
volves one localized transmitter broadcasting to many receivers, not unlike wireless 
(cellular) telephony which also resorts to broadcasting in order to reach a called party 
that can be anywhere in some region (cell). Similarly for mobile radio. 

In free-space transmission we can also have point-to-point communication, although 
perhaps not quite as effective as stringing a cable between two points, which guarantees 
privacy and awareness of any unauthorized wire tampering. In order to concentrate ra- 
dio waves in a sharply directed beam like that of a search light, the transmitting antenna 
must be large in terms of wavelength, which suggests that to have antennae of reason- 
able physical size we need to use a short wavelength (or high frequencies). Recall that 
frequency f is related to wavelength ~ by 

l) 
~. = -- (9.26) 

f 

where v is given by (9.21) and is the velocity of light, which in free space is 3.108 m/s. 
Typical point-to-point communication as between antennae mounted on microwave 
towers or between satellites and earth is at microwave frequencies (1 GHz to 300 GHz 
or 30 cm to 1 mm wavelengths) and uses dish antennae, perhaps a meter in diameter. 
For example, at 10 GHz, a 1 m-diameter dish is 33 wavelengths across, which gives it 
good directivity. Rayleigh's criterion in optics can be used to relate directivity to 

0 = 2.44--  (9.27) 
D 

where 0 gives the angle of a conical beam emanating from an aperture antenna of diam- 
eter D as shown in Fig. 9.15a. Eighty-five percent of the radiated energy is contained 
within the angle 0. Even though this law has its basis in optics--which has a frequency 
range where most physical structures such as lenses are millions of wavelength across--  
it nevertheless gives usable results when structures are only a few wavelengths across. 
Because microwave systems are line-of-sight, microwave towers are spaced approxi- 
mately every 40 km along their route. 

EXAMPLE 9.13 A transmitting dish has a 1 m diameter aperture and radiates a beam 
at a frequency of 5 GHz. Find the beam width and the beam width area at 10 km. 

Solution. The conical beam angle, using (9.27), is 0 = 2.44(6 cm)/1 m = 
0.146 rad = 8.4 ~ which is a fairly narrow beam. That is, whereas an isotropic antenna 
would radiate the transmitter's power uniformly over 360 ~ this dish antenna concen- 
trates this power in a beam of 8.4 ~ 

The cross section of the beam at a distance of 10 km is calculated by using the arc 
length of a circular segment, that is, s -- rO, where r is the radius of the circle. Thus 
s -- (10 km) �9 0.146 = 1460 m, which is much larger than any receiving dish. Hence 
since only a small fraction of the transmitted energy is intercepted by a receiving dish, 
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FIGURE 9.15 (a) A circular aperture antenna of diameter D can concentrate EM waves in a beam of 
width 0. Such antennae are used in free-space point-to-point communication to establish a link. (b) Cellular 
antennae typically cover an area with a 8 mile radius while PCS antennae have a 4 mile radius. 

this link is not very efficient. To increase the efficiency, either the transmitting or the 
receiving dish must be larger or a higher frequency must be used. The beam width area 
is 7r (s/2)  2 = 3.14.  (0.73 k m )  2 = 1.674 k m  2. II  

EXAMPLE 9.14 Compare cellular telephony with the newer PCS (personal commu- 
nication service) standard. 

At the present time wireless telephony connected to the public switched telephone 
network consists of cordless telephones, cellular radio systems, and personal communi- 
cation systems. Cellular technology was designed in the 1960s and 1970s by Bell Labs 
for use in cars and originally relied on basic analog radio signals. An area is divided 
into many contiguous cells with an antenna in each cell and all antennae controlled by a 
central computer. A car driving through the cells would be handed off from cell to cell 
almost seamlessly as the signal from a given cell began to weaken and a stronger signal 
from an adjacent cell appeared. Analog frequency modulation of the signals, which 
are in the 800 MHz frequency band, was used. Currently digital modulation and digi- 
tal voice compression in conjunction with time-division multiple access (TDMA) exist, 
as well as a form of spread spectrum multiple access known as code-division multiple 
access (CDMA). PCS networks, introduced in the 1990s, use digital technology, which 
increases efficiency, enhances privacy and security, and allows for services beyond basic 
two-way communication; however, at present cellular and PCS technology are nearly 
indistinguishable to the typical wireless user. Frequencies for PCS are in the 2 GHz 
range, which makes for smaller antennae that are cheaper to manufacture and are easier 
to install in high places such as towers, tall buildings, and telephone posts. Recall that 
for an antenna to radiate efficiently it must be on the order of a wavelength ~., with )~/4 
antennae most common as they give a uniform radiation pattern which is circular, as 
shown in Fig. 9.15b. Thus, the 800 MHz cellular antennae have a ~./4 length which is 
~./4 = (300 / fMHz) /4  = (300/800) /4  -- 0.094 m = 9.4 cm long, whereas PCS anten- 
nae would be only 3.75 cm long. However, typical cellular antennae sit atop a tower 
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F I G U R E  9.16 Noise and its effect on the transmission of a signal. (a) Input signal. (b) Noise in the 
channel which adds to the signal. (c) The resolution of the output signal is now limited by noise. 

about 300 ft. high, run at 100 W of power, and reach a typical radius of 8 miles, whereas 
PCS antennae are on towers about 100 ft. high, run at 50 W of power, and reach a typ- 
ical radius of 4 miles. That means that PCS antennae, to avoid annoying dead spots, 
require about five times as many antennas as cellular networks to serve the same area. 
Comparison of the two radiation patterns are given in Fig. 9.15b. An estimated 30,000 
antennae have been built by the cellular industry across the United States. For the same 
demand PCS would have to build in excess of 100,000 antennae, which presents a chal- 
lenging problem as many communities object to a proliferation of antenna structures in 
their neighborhoods. Installers avoid building new towers at all cost and try to install 
antennae on existing structures such as water towers, church steeples, electric utility 
poles, etc. II 

9.5.6 Signal-to-Noise Ratio and Channel Bandwidth 

In this section we will show that the amount of information that a channel can carry 
depends on the bandwidth of the channel and the magnitude of noise present in the 
channel. Any physical channel such as coaxial cable has noise present, either man- 
made or created by the electron current that flows in the copper wires. Even though 
electrons flow smoothly in the wires of a coax that carry a signal current, they do have 
a random motion component which gives rise to a noise signal. Fiberoptic cables have 
other noise sources. The amount of noise present in any channel limits the number 
of distinct amplitude levels that a signal propagating in the channel may have. For 
example, if a varying analog signal has a maximum level of 10 V and the noise level is 
5 V, the signal may have only few levels. On the other hand, if the noise level is only 
1 mV, the same signal can be divided into approximately 10 V/1 mV = 104 levels. 
Thus when converting an analog signal to a digital signal, as in Fig. 9.3, the amount of 
noise present determines the maximum number of quantization steps that each sample 
of the analog amplitude may have. Figure 9.16 shows pictorially how noise that has 
been added during transmission can degrade the signal and hence its resolution at the 

receiving end. 
The signal-to-noise ratio (SNR) is the standard measure of the noise level in a sys- 

tem. It is the ratio of received signal power Ps to noise power Pn, and since power is 
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proportional to voltage squared, we can express SNR as 

SNR -- ~ -- (9.28) 

where Vs is the received signal voltage and Vn is the noise voltage (noise voltages, 
because of their multitude of random amplitudes, are typically given as rms voltages). 

17 SNR is usually expressed in decibels (dB) as 

(9.29) 

Note that a power ratio of 10,000 and a voltage ratio of 100 are both 40 dB. 
In the preceding paragraph we gave an example of reception in a very noisy en- 

vironment which would result in a SNR of 4, or SNRdB = 201og10(10 V/5  V) = 
20.  (0.301) = 6.02 dB. On the other hand, if the noise level is reduced to 1 mV, the re- 
sulting signal-to-noise ratio is SNR = (104) 2 = 108 or SNRdB -- 201og10(10 V/1 mV 
-- 104) = 80 dB, which is an excellent signal-to-noise ratio environment. For com- 
parison, AM radio operates typically with a SNR of 3000 (SNRdB = 10 lOgl0 3000 -- 
35 da).  

EXAMPLE 9.15 A music signal is characterized by a rms voltage of 2 V and a band- 
width B of 15 kHz. A noise process adds a rms noise voltage of 4 mV to the music. 
Find the information rate and the signal-to-noise ratio of the music. 

According to Nyquist 's sampling criterion (9.12), we sample the music at fs = 
2fh = 2B = 2 . 1 5  kHz = 30 kHz, which results in 30,000 samples per second. Let us 
use the analog noise that exists with the music to approximate the maximum number of 
quantization intervals as Vs/Vn = 2 V/4  m V =  500. The music signal voltage for each 
sample, on average, can then be subdivided into no more than 500 intervals (quantiza- 
tion intervals) because the noise would mask any finer division. Since 29 = 512, we can 
use 9 bits per sample to number the 500 qoantization levels. As there are 30,000 sam- 
ples per second, the information rate to encode the music is I = 9-30,000 = 270 kbits/s 
(kbps). If this music signal were to be sent over a transmission system as a binary signal 
(coded as simple on-off  pulsesmsee Example 9.10), the system would need to have a 
bandwidth of 270 kbits/sec �9 cycle/(2 bits) = 135 kcycles/s = 135 kHz. That is a nine- 
fold increase in bandwidth for the digitized music signal when compared to the original 
analog 15 kHz music signal. As we will show in the following section, to transmit the 
digitized signal requires a transmission medium with a channel capacity nine times the 
channel capacity needed for transmission of the analog signal. 

The signal-to-noise ratio is SNRdB -- 2010glO(Vs/Vn) -- 20 .  log10500 = 54 dB. 
II 

17The decibel measure was introduced in Section 5.4. 
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Channe l  Capaci ty  

Let us now show that transmission of information in a channel depends on SNR and 
channel bandwidth. As a matter of fact we may trade off one for the other when trans- 
mitting information. Assume that noise power Pn and signal power Ps exist in a chan- 
nel. A message is sent as a sequence of information intervals. At the receiving end, 
during each information interval, we find ourselves trying to distinguish a signal ampli- 
tude of ~/Pn + Ps volts in the presence of a noise amplitude of ~ volts. From our 

previous discussion we can state that the number of distinct amplitudes is limited by the 
ratio of these two voltages. Hence, in each interval the number of available information 
states, on average, will be 

S -- ~/Pn~n + Ps _ ~ l  + -~nPS _ ~/1 + SNR (9.30) 

The information content of S resolvable or distinguishable states 18 is then, from (9.1), 

Io - -  log 2S- log  2~l-~- Ps 
P~ 

l 

2 

1 
= ~ log 2 (1 + SNR) bits (9.31) 

What this means is that at the receiving end we cannot distinguish more than Io bits 

no matter how many bits were sent. Noise imposes this limitation. If the channel were 
noiseless, it would be possible to distinguish an infinite number of different amplitude 
levels for each sample, implying that an infinite number of bits per second could be 
transmitted. 

The remaining question concerns how fast we can send these bits through the chan- 
nel if the channel bandwidth is given as Bch. In Example 9.10 we concluded that the 

maximum number of distinguishable intervals in a band of frequencies B is 2B. Hence, 
the available transmission rate in bits per second, also known as information capacity 

or channel capacity, can be stated as the number of distinguishable intervals per second 
multiplied by the bits per interval, 

C - 2Bch�89 + SNR) 

= Bch log2(1 + SNR) bits/s (9.32) 

This is one of the most famous theorems in information theory, formalized by Shannon 
and known as the Hartley-Shannon Law. The interpretation of channel capacity C is as 

18From the discussion in Section 9.3 we see that (9.31) also gives the number of bits required to code S 
levels. For example, if we have 8 levels, it takes 3 bits to number the levels (recall that 8 = 23). Hence, taking 
log to the base 2 of a quantity gives its bit depth. 
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follows: while it is possible to transmit information up to C bits per second (bps) with 
negligible error, the error increases rapidly when trying to transmit more than C bps. 
Furthermore, we may trade off signal-to-noise ratio for channel bandwidth: keeping the 
channel capacity C fixed, Bch can be decreased if SNR is increased and conversely Bch 
must be increased if SNR decreases. Thus, in a noisy environment in which SNR is 
low, using a broad bandwidth to send messages might be advantageous. If data need 
to be transmitted at a faster rate, (9.32) shows that bandwidth and/or SNR must be 
increased. To increase SNR by increasing Ps is costly as a linear increase in C requires 
an exponential increase in Ps / Pn, which explains the emphasis on increasing bandwidth 
in communication systems. 

Recall that if an analog signal in which the highest frequency is fh is to be converted 
to a digital signal, the sampling frequency must be fs - 2fh. If the analog signal 
in each sample is represented by S quantization levels and if the S levels in turn are 
represented by an n-bit binary number, the information rate of the analog signal is given 
by 

I - 2fh log2 S bits/s (9.33) 

where the number of bits needed to represent the S levels is n - log 2 S. Assume 
we want to transmit the digitized signal through a channel which has a capacity of 
transmitting C bps. Another theorem, Shannon's fundamental theorem, states that error- 
free transmission is possible if 19 

I < C (9.34) 

We have now presented the two most powerful theorems of information theory. The 
first, Eq. (9.32), states that there is a maximum to the rate at which communication sys- 
tems can operate reliably, and the second, Eq. (9.34), states that for any code rate I less 
than or equal to the channel capacity C, error-free transmission of messages is possible. 
It should be pointed out that prior to Shannon's work it was believed that increasing the 
rate of information transmitted over a channel would increase errors. What was surpris- 
ing is that Shannon proved error-free transmission provided that I < Bch log2 (1 + SNR), 
that is, as long as the transmission rate was less than the channel capacity. It should also 
be pointed out that although Shannon showed error-free communication is possible over 
a noisy channel, his theorems give limits without any guide on how to design optimum 
coders or modulators to achieve those limits. 

EXAMPLE 9.16 Compare the following two communication systems by finding their 
respective transmission rates (or channel capacity) C. System (a): Bch ---- 5 1OLIz and 
SNRdB -- 50 dB. System (b): Bch -- 15 kHz and SNRdB -- 17 dB. 

To use (9.32) for the transmission rate, we first need SNR, which from (9.29), for 
system (a), is SNR = l050/10 = 1 0 0 , 0 0 0 .  Then C = 5 kHz �9 log e 100,000 = 5 kHz 
�9 16.7 = 83.3 kbits/s. For system (b) we obtain C = 15 kHz �9 log2(1017/10) -- 15 kHz 
�9 5.7 = 85 kbits/s. Hence the two systems, even though substantially different, have 
about the same channel capacity. II 

19Note that (9.34) is more general than (9.19), which is more useful for analog signals. 



3 6 4  C h a p t e r  9 Digital Systems 

9.5.7 Noise Created by Digitization 

To convert an analog signal like the one shown in Fig. 9.17 to a digital signal requires 

two steps. The first step, called sampling, 2~ consists of measuring periodically the value 

of v(t). These values, called samples, are denoted by the black dots in the figure. The 

second step is quantization and it consists of assigning a rounded-off  numerical  value 

to the sample and representing that value by a binary number, 21 that is, a binary with 

a finite number  of bits. Clearly the more bits we have available the more accurately 

we can represent each value because the amplitudes of v(t) can then be subdivided 

into finer intervals (called quantization intervals). For example,  with 3 bits one can 

represent 8 intervals (23 combinations:  000, 001, 010, 011, 100, 101, 110, 111). If we 

have available 16 bits (the standard for audio digitization) we can divide each sample 

value in 65,536 intervals and thus represent the ampli tude of v(t) very accurately. In 

our example shown in Fig. 9.17, the digitization hardware decomposes  the range of 

v(t) values into a set of 8 quantization intervals, and associates a binary number  with 

each interval. Each sample of the analog signal is now represented by a 3-bit binary 
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FIGURE 9.17 Sampling and quantization of the analog signal results in the digital bit stream shown. 

2~ theorem (9.12) states that no information is lost provided that the sampling rate is at least twice 
the maximum frequency or bandwidth of the analog signal. This theorem states precisely that the faster a 
signal changes (the larger its bandwidth), the more frequently one must measure it in order to observe its 
variations. 

21Recall that any sequence of discrete symbols or characters can be represented by a sequence of binary 
numbers. For example, the characters on a computer keyboard can be represented by a 7-bit sequence as there 
are less than 128 characters and 27 -- 128. Of course the binary string is seven times as long as the character 
string. Decoding the binary string, 7 bits at a time, we restore the character string. Representing the bits by a 
series of on-off pulses is pulse code modulation. 



Section 9.5 Digital Communication Networks 365 

number (from then on the binary numbers represent v(t) and it is the binary numbers 
that are processed and/or transmitted over a channel). The hardware, by using the two 
steps of sampling and quantization, replaces the analog signal v(t) by the bit stream 
(shown on the bottom of Fig. 9.17) of binary numbers associated with the quantization 
intervals of the samples. The process of sampling and quantization together is known as 
digitization. Encoding with binary numbers which can be represented by simple on-off 
pulses is called pulse code modulation. 

It is clear that sampling and quantization introduce errors. The more frequently we 
sample the better we can represent the variations of the analog signal, and the more 
quantizing intervals we use the more accurately we can represent the amplitude of the 
signal. As in every measuring operation, one must decide how precise to make each 
measurement. A certain amount of rounding off is inevitable. For instance, a sample 
value of 3.2 V in Fig. 9.17 might be encoded as the binary number equivalent to 3 (i.e., 
011). The remainder, 0.2 V, is the quantizing error. Quantizing errors are small if the 
quantization intervals are small. These errors act just like analog noise that is always 
present to some extent in any analog signal. We call these errors quantization noise. 
In encoding speech or television pictures the code words must have enough bits so the 
noise due to quantizing errors cannot be detected by the listener or viewer, or at least 
does not add appreciably to the noise already present in the analog signal. With 16-bit 
encoding of music, quantization noise is essentially undetectable. In black-and-white 
television a 6-bit code (64 levels) begins to fool the eye into seeing nearly continuous 
gradations of shades of gray. In color television the use of too few bits results in a noisy 
picture marred by "snow." Similar to analog noise, we measure quantization noise by 
the ratio of signal power and quantization noise power. Thus if n bits are used to number 
the quantization intervals, there are then 2 n intervals and a typical error has a magnitude 
inversely proportional to the number of intervals, i.e., 2 -n. Similar to analog signals, 
where power is proportional to the square of the magnitude, we can state that the noise 
power is proportional to (2-n) 2, that is, 

Pquant.noise ~x 2 -2n (9.35) 

The signal-to-noise ratio, which is SNR = Ps/Pquant.noise = 1/2 -2n - -  2 2n, can now be 
expressed in terms of decibels as 

-- 22n -- 20n log 2 ~ 6n SNR~B 10 loglo SNR - 10 loglo (9.36) 

This is a useful formula which, given a desired signal-to-noise ratio, states the number 
of bits n needed when digitizing an analog signal. 

With the derivation of quantization noise we can now state that there are two major 
sources of noise. The performance of a digital system is influenced by channel noise, 
an always-present, additive noise (natural or man-made) introduced anywhere between 
the input and the output of a channel that affects equally analog and digital signals, and 
quantization noise which is introduced by the digitization hardware at the input of a 
channel and propagates along the channel to the receiver output. We have little control 
over channel noisemit is always there. We minimize it by choosing locations with less 
noise, using shielded cables, and if possible increasing the transmitted power so as to 
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increase the SNR. This type of noise mainly introduces errors in the received signal: a 
symbol 1 can be confused with a symbol 0 and vice versa. Quantization noise, on the 
other hand, is under the control of the designer. We can always decrease this type of 
noise by dividing the signal range into finer quantization intervals and using more bits 
(i.e., larger binary numbers) to represent the intervals. However, we do not gain any- 
thing by reducing quantization noise much below channel noise as then channel noise 
sets the effective signal-to-noise ratio. For example, in telephone transmission, a SNR 
of 48 dB is acceptable. Using (9.36), 48 = 6n, which gives n = 8 bits. Assum- 
ing channel noise is 48 dB, when using 8 bits for encoding, channel and quantization 
noise are comparable. If more than 8 bits are used, channel noise dominates the quality 
of received speech; if less bits are used quantization noise dominates. Finally, unlike 
channel noise, quantization noise is signal dependent, meaning that it vanishes when 
the message signal is turned off. 

EXAMPLE 9.17 Compare bit rates and noise in some practical systems. 
If the hardware which performs the digitization uses n bits per sample and if it sam- 

ples the analog signal at a rate of fs times per second, then the hardware produces a bit 
stream which has a rate of n. fs bits per second. The frequency fs of sampling must be 
at least twice as high as the highest frequency fh in the signal, that is, fs >_ 2fh. The 
bit stream then has a rate of 2nfh and a signal-to-noise ratio of 6n dB. 

The telephone network can transmit voice signal frequencies up to 4 kHz and achieve 
a signal-to-noise ratio of 48 dB. Sampling must then be at 2 �9 4 kHz - 8 kHz with 
48/6 = 8 bits per sample, giving the digitized voice signal a rate of 8 kHz. 8 - 64 kbps. 

Compact CD discs can achieve SNRs of 96 dB and high frequencies of fh -- 20 kHz. 
Sampling at 40 kHz and quantizing with 96/6 = 16 bits per sample gives 640 kbps per 
stereo channel or 1.28 Mbps for both channels. 

If a television video signal has a high frequency of 4.2 MHz (at baseband) and 
requires at least 48 dB for acceptable viewing, the bit stream must be 2 . 4 . 2  MHz 
�9 (48/6) = 67.2 Mbps. II 

9.5.8 AM, FM, and Pulse Code Modulation (PCM) 

Modulation is a technique of imparting baseband information on a carrier. Unlike base- 
band signals such as music and speech which are acoustic signals and have a limited 
propagation range, carrier signals are electromagnetic waves and can propagate long 
distances at the velocity of light. 22 Modulation, such as AM, is used to move a base- 
band signal anywhere in the frequency spectrum, which is important when multiplexing 
(combining) many signals. The carrier signal can have any waveshape, although in 
practice, it usually is a sine wave with amplitude and frequency that can be modulated 
by the baseband signal. 

22Using a historical perspective, we can compare a mail-pouch message to a baseband signal messagem 
both need to be delivered from point A to point B. The Pony Express did it for the pouch at a speed of about 
10 miles per hour, while the carrier signal does it for the baseband signal at 186,000 miles per second. 
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A m p l i t u d e  M o d u l a t i o n  ( A M )  

Figure 9.18a shows a cartier signal which is a sinusoid with constant ampli tude and 

frequency. It is typically a radio frequency (RF) wave and must  be much higher in 

frequency (at least by a factor of 10) than the modulat ing baseband signal. The next 

figure, Fig. 9.18b, is the modulat ing s igna l - - i t  could be a small part of a voice signal. 

An AM modulator  is a multiplier. The ampli tude-modulated signal, shown in Fig. 9.18c, 

is the product  of mult iplying a carrier and a modulat ing signal. It results in a new signal 

which has the same frequency as the carrier but its ampli tude varies in synchronism with 

the modulat ing signal. The variation of the ampli tude manifests itself as two new bands 

of frequencies about the cart ier  frequency. As shown in Fig. 9.19, it is these two bands 

that contain the information of the original baseband signal. AM therefore doubles the 

bandwidth of the original message.  The ampli tude-modulated signal is now ready to be 

transmitted, either over a transmission line or as a wireless signal. 

Although not apparent from Fig. 9.18c, AM shifts the baseband frequencies to two 

higher bands of frequencies centered about the cartier frequency fc. We can readily 

show this by considering a very simple baseband message,  A �9 cos Ogmt, which is a pure 

tone of frequency fm and ampli tude A such as produced by a whistle. Then, with the 

help of  the tr igonometric identity 

2 cos x �9 cos y = cos(x - y) + cos(x + y) 

if we use the shifted 23 baseband signal (1 + 0.8 cos COmt) to modulate  the cartier signal 

cos ~Oct we obtain 

(1 + 0.8cOSWmt) COSWct -- 0.4 cos(wc - Wm)t + 0.4 COS(COc + Wm)t d- COSWct 
(9.37) 

Equation (9.37) states that the modulat ing process (the left side) results in three fre- 

quencies: a difference frequency between cartier and baseband signal, a sum frequency 

between carrier and baseband, and the carrier signal. This is pictured in Fig. 9.19a, a 

f requency-domain diagram. If in place of a single-frequency message we have a band 

of frequencies ranging from 0 to B as shown in Fig. 9.19b, the modulat ing process 24 

23Baseband signals are usually typical AC signals that have positive and negative excursions. If such a 
signal were to modulate a high-frequency carrier, the top and bottom envelopes (or the peaks) of the modulated 
signal shown in Fig. 9.18c would not be a faithful copies of the baseband signal as they would cross into each 
other. By giving the baseband signal a DC level, we make sure that the envelope of the modulated signal has 
the shape of the original baseband message. Here we have chosen a 1 V DC level and 0.8 V peak level for 
the AC signal. We must be careful not to overmodulate the carrier as then distortion would again result. For 
example, for the AC signal peak level larger than 1 V (when added to the 1 V DC level) the modulating signal 
would again have negative parts which would result in crossing of the bottom and top envelopes, causing 
distortion. Summarizing, a constant DC level is added to the modulating signal to prevent overmodulation of 
the carrier. See also p. 347 for an introduction to AM. 

24The doubling of bandwidth with AM modulation can also be seen by examining the Fourier transforms 
in Figs. 9.4c and d. In Fig. 9.4c we have a T-long pulse which has a baseband of 1 / T (the infinite bandwidth 
of a square pulse is approximated by a finite bandwidth which contains most of the energy of the pulse and 
is seen to extend from 0 to the frequency 1/T). When such a pulse is used to multiply (modulate) a sinusoid 
(carrier) of frequency fo, in Fig. 9.4d, the bandwidth is doubled and centered at fo. 
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F I G U R E  9.18 (a) The carrier is a pure sinusoidal radio frequency wave--an analog signal that can be 
modulated for transmission by AM, FM, and PCM. (b) The modulating signal which typically is a complex 
AC signal must be given a DC bias so as not to have a section with negative voltage. (c) An AM signal, 
which is a continuous variation in the amplitude of the carrier wave, is transmitted and the original signal (the 
envelope) is recovered or demodulated at the receiver and can be reproduced by a loudspeaker, for example. 
(d) In an FM signal the amplitude of the modulating signal varies the frequency of the carrier wave without 
affecting its amplitude (which makes FM more immune to noise). (e) When PCM is used to transmit an analog 
signal (b), the voltage is first sampled and the voltage values are then expressed as binary numbers. (f) The 
binary numbers are then transmitted as pulsed signals. At the receiver, the sequence of pulses is decoded to 
obtain the original signal. 
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F I G U R E  9.19 (a) The message band (baseband) contains a single tone of frequency fm. AM shifts fm 
to two higher frequencies. (b) AM shifts the entire message band to a higher frequency fc. (c) Use of AM to 
separate three messages of bandwidth B 1 , B 2, and B 3, referred to as frequency-division multiplexing. 

results in shifting the original baseband spectrum to a double-sided spectrum centered 
about the carrier frequency fc. The implications of this are as follows: say we have 
three telephone signals, each 4 kHz wide, that we need to combine and transmit simul- 
taneously over a trunk (a wide-band channel). We can send one message at baseband, 
the second shifted to a higher frequency, and the third shifted to a still higher frequency. 
The shifting is done by amplitude-modulating a carrier signal fc2 by the second message 
and modulating cartier fc3 by the third message, as shown in Fig. 9.19c. As long as the 
message bands do not overlap one another the messages will be transmitted distortion- 
free; it is up to the designer how wide to make the guard bands between messages 
without wasting spectrum space. This process is referred to as frequency multiplexing 
and will be addressed further in the next section. 

Frequency Modulat ion (FM) 

In frequency modulation, the frequency rather than the amplitude of the cartier wave 
is made to vary in proportion to the varying amplitude of the modulating signal, as 
shown in Fig. 9.18d. A simple method to achieve FM is to vary the capacitance of 
a resonant LC circuit in a transmitter. Because the frequency of a radio wave is less 
vulnerable to noise than the amplitude, FM was originally introduced to reduce noise 
and improve the quality of radio reception. In order to accomplish this FM radio signals 
have bandwidth several times that of AM signals. Bandwidths six times or larger are 
common. For example, commercial stereo FM broadcasting (88-108 MHz) is assigned 
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F IGURE 9.20 (a) Digital and (b) analog signals are both severely attenuated and distorted by noise when 
traveling long distances either on wires or in free space. In analog transmission, both noise and distortion 
are amplified by the repeaters (which are basically amplifiers), leading eventually to an unrecognizable sig- 
nal. Analog amplification has no mechanism for separating noise from signal. In digital transmission, the 
contaminated signal at the input of each regenerative repeater is examined at each time position to see if the 
voltage is higher or lower than the reference voltage vt. Using this information the repeater then regenerates 
the original digital signal. 

a bandwidth of 200 kHz in which to broadcast 15 kHz of audio-music bandwidth. One 
speaks of FM trading bandwidth for noise. Also in AM if the amplitude of modulation 
is to be increased, the power must be increased proportionately. In FM the amplitude 
of the frequency modulation can be increased without increasing the power at all. In 
addition, since the amplitude of the FM signal remains constant, amplitude limiters can 
be set close to the FM signal amplitude and thus very effectively reduce impulse noise. 
AM was adopted for the transmission of the video part of a TV signal because AM is 
the least wasteful of the radio frequency spectrum, which is a precious commodity in a 
wireless environment. FM, though, because of its relative noise-free reception, is used 
to transmit the audio part of the television signal. 

Pulse Code Modulat ion (PCM) 

PCM is one of the most noise-resistant transmission methods. The main advantage of 
pulse code modulation is that the message in PCM is a train of pulses of equal height 
which can be regenerated almost perfectly any number of times along the propagation 
path because the information is not dependent on the precise height and shape of the 
pulses, but is more dependent on recognizing whether the pulse is there or is not there. 
A pulse which has deteriorated in shape and size still can be identified at the receiver 
as the presence of a pulse, that is, as the presence of a bit. Before the pulses in a pulse 
train become so distorted that error-free decision between l 's and O's becomes diffi- 
cult, the pulse train is simply regenerated to its original form and resent as if it were 
the original message. Figure 9.20 shows how regenerative repeaters extract the original 
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digital signal from a noise-contaminated digital signal. Although the received signal 
has a very different appearance from that transmitted, it is possible to obtain a perfect 
replica of the original by means of a circuit which samples the distorted waveform at 
the midpoint of the digital symbol period, and generates a high or low voltage output 
depending on whether the sample is above or below an appropriate threshold voltage 
yr. If it is above then it is decided that a "1" is present, and if below then a "0." Hence, 
a PCM repeater is not a conventional amplifier but rather a circuit designed to detect 
whether an electrical pulse is present or absent. A moderate amount of noise added to a 
pulse does not alter the basic fact that a pulse is present. Conversely, if a pulse is absent 
from a particular time slot, a considerable amount of noise must be present before there 
will be a false indication of a pulse. A device that can perform the A/D (analog/digital) 
and the D/A conversions is referred to as a coder-decoder, or simply a codec. Band- 
width requirements for the transmission of pulses were already determined in (9.20): 
essentially pulses of length T can be transmitted over a channel of 1/2T hertz. It can 
now be stated that in modern communications PCM has facilitated the convergence of 
telecommunications and computing: because simple on-off pulses that represent bits 
are transmitted, PCM messages can easily interact with the digital computer. This nat- 
ural interaction between digital communication networks and computers gave rise to 
local area networks (LANs) and the Internet. 

Pulse code modulation is a process which begins by low-pass filtering the analog 
signal to ensure that no frequencies above fmax are present. Such a filter is called an 
antialiasing filter. The next step is to sample the signal. A clock circuit generates pulses 
at the Nyquist sampling rate of at least 2 fmax, which are used by the sampler to produce 
2fmax samples of the analog signal per second. This is followed by quantizing (into 2 n 
levels) and rounding off each sampled value. The result of sampling and quantizing-- 
called digitizationmis a series of varying-amplitude pulses at the sampling rate. Such a 
pulse-amplitude-modulated (PAM) signal, discrete in time and in amplitude, is shown in 
Fig. 9.16a. This signal is basically a step-modulated AM signal subject to degradation 
by noise as any AM signal is. To convert these step pulses to a digital signal, the 
quantized value of each step is expressed (coded) as a binary number. The bits of the 
binary number can then be represented by simple on-off pulses. The pulses are grouped 
according to the grouping of the bits in the binary number and are then transmitted in 
rapid 25 sequence. As the transmitted on-off pulses are of equal amplitude, they are 
immune to additive noise in the sense that only the presence or absence of a pulse needs 
to be determined at the receiver. This process is reversed at the receiver, which converts 
binary data into an analog signal by first decoding the received binary numbers into a 
"staircase" analog signal (Fig. 9.16a) which is then smoothed by passing it through a 
low-pass filter with bandwidth fmax. 

EXAMPLE 9.18 Figure 9.17 shows an analog signal and the pulse-code-modulated bit 
stream which represents it. Since the sampling of the analog signal is fairly coarse, it is 

25The rapidity of the pulses is determined by the quality of the hardware, with high-grade equipment 
operating at gigabit rates. An additional bit might be needed to signal the beginning and end of each group, 
allowing the receiver to identify and separate the bit groups. 
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sufficient to use 3 bits (n -- 3) to code the voltage range, giving an accuracy of 1 part in 

7. The resulting bit stream has a rate of 2fmax �9 n -- 6fmax and the signal-to-noise ratio 

is 6n --- 18 dB. The channel bandwidth required for transmission of the bit stream is 

3 fmax using the criterion of 2 bits per cycle at the highest signal frequency (see (9.20)). 
Thus when transmitting a 3-bit coded PCM signal, the channel bandwidth must be three 

times larger than when sending the original analog signal. 

Figure 9.18 f is another bit stream with a 4-bit grouping representing the analog sig- 

nal of Fig. 9.18b. Here the bit stream is 8fmax and the SNR is 24 dB. The bandwidth 

requirement is 2fmax �9 n/2 = fmax �9 n = 4fmax, or four times the analog signal require- 
ment. Note: for PCM the necessary transmission bandwidth is simply the analog signal 

bandwidth multiplied by the bit depth, m 

9.5.9 Multiplexing 

Sending more than one message over a single channel generally requires a technique 
referred to as multiplexing. 26 The need for multiplexing of messages is obvious: when 

building a single communicat ion link between two cities, whether by laying down a 
bundle of twisted-pair telephone lines, a coaxial cable, fiberoptic cable, or a satellite 

link, one can expect that thousands of messages will be routed over such a link, also 

referred to as a trunk. 

F r e q u e n c y - D i v i s i o n  M u l t i p l e x i n g  

In the older system of analog transmission what is typically done is to divide the entire 

bandwidth of such a link, which can be viewed as one big channel, into smaller subchan- 

nels. For example,  a single twisted-pair telephone cable, less than 1 km long, has a chan- 
nel bandwidth of about 1 MHz which could be potentially divided into 250 telephone 

channels. Each of these subchannels would have a bandwidth of about 4 kHz, which 

is sufficient for voice conversation, but not music, which requires at least a 10 kHz 

bandwidth and would sound unnaturally tinny if received over telephone. We refer to 

division of a large bandwidth into smaller ones as frequency-division multiplexing. It 

is a method that is available for both analog and digital signals. The technique for sep- 

arating messages in frequency space is AM modulation, which was already considered 

in the previous section on AM. In Fig. 9.19c we showed that when each of several mes- 

sages modulates a single-frequency signal (a carrier), the messages are separated and 

26To explain multiplexing, which is a technique to send different messages over the same link at the same 
time, many references use the following analogy: two pairs of people in a crowded room could carry on 
distinct conversations if one pair would speak in low-frequency tones and the other in high-frequency tones, 
with each pair being able to listen to only their tones, thus filtering out the other conversations, which would 
be an example of frequency-division multiplexing. Another way that the two conversations could take place 
would be for each pair to speak at different times only. Alternating conversations is an example of time- 
division multiplexing. Different pairs huddling in different parts of the room for the purpose of conversing 
would be an example of space-division multiplexing (using different links or circuits to carry conversations). 
Finally, if different pairs speak on different topics, one pair might be able to listen only to their topic, screening 
out other conversations, which would be an example of code-division multiplexing. 
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F I G U R E  9.21 Finite-bandwidth signals are separated in the (a) frequency domain and (b) time domain 
by time-division multiplexing. 

shifted to higher frequency bands which then can be transmitted together over a wide- 
band channel. Figure 9.21a shows three messages occupying three distinct frequency 
bands. The messages are separated by the difference in frequency of the different car- 
tier signals fcl, fc2, and fc3. Of course the wide-band channel must have a bandwidth 
equal to the sum of the individual channel bandwidths. At the receiver, a bank of filters, 
occupying the same frequency bands as those shown in Fig. 9.21a, is used to sepa- 
rate the different message signals which then can be demodulated. Another example 
of frequency multiplexing is AM and FM broadcasting. There, many stations transmit 
different frequency signals simultaneouly over a wide-band channel known as the AM 
band (540 kHz-l .6  MHz) and the FM band (88-108 MHz). 

Time-Division Multiplexing 

Time-division multiplexing (TDM), on the other hand, is only used with digital signals, 
which are a stream of pulses representing the 0 and l 's of a message. Since modern 
digital equipment can process 0 and l 's much faster than the 0 and l 's that come from 
a typical message, we can take several messages and interleave the 0 and l 's from the 
different messages and send the packet simultaneously over a single channel. Thus 
TDM is a method for combining many low-speed digital signals into a single high- 
speed pulse train. Multiplexing C channels, each sampled at S samples per second and 
coded using n bits per sample, gives a rate R for the pulse train of 

R = C �9 S �9 n bits per second (9.38) 

At the receiving end the messages are separated by a decoder. This is a very efficient 
way to send many messages simultaneously over the same channel. 
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F I G U R E  9.22 (a) Time-division multiplexing of N voice channels. (b) Three low-speed digital voice 
signals are combined (by interleaving) into a higher-speed pulse train. 

Figure 9.22a shows a multiplexer and demultiplexer, represented by a mechanically 
driven switch. N voice 27 channels are placed sequentially on a high-capacity channel 
and again separated at the receiving end by the demultiplexer. In TDM the high-capacity 
channel is divided into N "logical" channels and data in each of the N incoming voice 
channels are placed in a designated "logical" channel. The procedure is as follows: 
time on the high-capacity channel is divided into fixed length intervals called frames. 
Time in each frame is further subdivided into N fixed-length intervals usually referred 
to as slots: slot 1, slot 2 . . . . .  slot N. A slot is 1 bit wide. 28 A "logical" channel oc- 
cupies a single slot in every frame. For example, the first "logical" channel occupies 
slots 1, N + 1, 2N + 1 . . . .  ; the second occupies slots 2, N + 2, 2N + 2 . . . .  ; the third 
slots 3, N + 3, 2N + 3 . . . .  ; and so forth. A given "logical" channel therefore occu- 
pies every Nth slot, giving us N "logical" channels in which to place the N incoming 
messages. At the receiving end of the high-capacity channel the bit stream is readily 
demultiplexed, with the demultiplexer detecting the framing pattern from which it de- 
termines the beginning of each frame, and hence each slot. An integrated-circuit codec 
(encoder/decoder) carries out antialiasing filtering, sampling, quantization, and coding 
of the transmitted signal as well as decoding and signal recovery on the receiving side. 
Figure 9.22b shows how TDM interleaves the three voice signals represented by the 

27The fact that the signals are all shown as encoded voice is unimportant. Digitized signals of all types 
(data, graphics, video) can be interleaved in the same way. Only the pulse rate, and not the nature of the 
original signal, is a factor. 

28A reference timing signal (called the framing signal) identifies the pulse position of voice channel 1; the 
subsequent pulse positions of channels 2, 3 . . . . .  N are generated by an electronic counter that is synchronized 
to the framing signal. For ease of understanding we stated a slot to be 1 bit wide. However, it can be wider, 
often 1 byte wide as in 8-bit coding of telephone signals shown in Fig. 9.23. 
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F I G U R E  9.23 Time-division multiplexing of 24 telephone voice channels which are sampled in sequence 
8000 times a second, with the amplitude of each sample represented in binary form. 

dark, shaded, and clear pulses into a faster bit stream. The time frames, denoted by the 
vertical lines, have three slots, one for each voice signal. The first voice signal pulse 
occupies the first slot in each frame, the second signal pulse the second slot, and the 
third the third slot. At the receiving end the three pulse streams are separated by use of 
a reference timing signal (framing signal). The framing signal identifies the pulse posi- 
tion of voice 1; the voice 2 and voice 3 pulse positions are generated by an electronic 
counter that is synchronized to the framing signal. 

T- 1 Carrier System 

To allow effective connection of digital equipment into a network that was originally 
devised to carry only analog voice signals, Bell Laboratories in 1962 designed the T-1 
carder system. This system is designed for digital transmission of voice signals by time- 
multiplexing 24 voice channels, each using a 64 kilobit per second data rate, into a 1.544 
megabit per second pulse stream which is transmitted over the same line. Because the 
standard twisted pairs of copper wires used are very lossy, short-haul distances of only 
30 miles or so can be achieved and only then by use of regenerative repeaters which 
are placed about every mile along the path to restore the digital signal. To replace 
all twisted pairs of copper wires currently in use by broadband and less lossy coax 
cables or fiberoptic cables is too expensive at this time but the trend is in that direction. 
Figure 9.23 shows the T-1 system in which 24 voice channels, with each voice channel 
first filtered to a bandwidth of 4000 Hz, are sampled in sequence 8000 times a second 
(or every 125 microseconds (#s)), and the amplitude of each sample is represented in 
binary form using an 8-bit binary number, as in PCM. A frame is the time interval in 
which all 24 samples are transmitted or alternatively the interval between samples of a 
single voice channel. Each time slot holds an 8-bit binary number which gives the value 
of a voice channel sample. A frame then has 2 4 . 8  = 192 bits. An extra bit (the 193rd 
bit) is added to each frame as the framing signal, resulting in the above-stated rate of 
193 bits/frame. 8000 frames/s = 1.544 Mbps. This can also be obtained from (193 
bits/frame)/(125/zs/frame) = 1.544 Mbps. 

As was stated in Example 9.17, in telephony a sample of a telephone signal con- 
sisting of 8 bits is sent every 1/8000 of a second. But the transmission of this signal 
takes so little time that a large part of the 1/8000 of a second is not used. Applying 
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time multiplexing, the T-1 system sends 24 signals simultaneouly by interleaving the 
binary values of the samples of the different messages and transmitting the values as a 
succession of 0 and l's. The high-speed, broadband 1.544 Mbps T-1 service is available 
for home and office but is expensive, currently about $1000 per month. 

If the bandwidth offered by T-1 is inadequate, T-3 service is available and offers 30 
times the capacity of T-1. T-3 can handle digital data at 44.7 Mbps. (T-2 seems to have 
been passed by.) 

9.5.10 ISDN 

Analog service over a twisted pair of copper wires, which until now has provided the 
standard telephone service between homes and the analog switch in the local exchange 
(central office), is known as POTS (plain old telephone service). The home-central of- 
fice connection, which provides the access to high-speed networks, is also known as the 
last mile, the local loop, or the subscriber loop, and typically is a bottleneck as it is the 
slowest link in a network. Various techniques are under investigation, or currently being 
implemented, to enable the standard twisted copper wires to carry digital signals with 
a much higher bandwidth than the 4 kHz for which they were originally designed. 29 
One of these techniques, 3~ initiated in the early 1980s and in service now, has become a 
world-wide standard: it is ISDN, which stands for integrated services digital network. It 
is a relatively slow, narrowband digital service which includes digital voice telephone, 
fax, e-mail, and digital video. Modem communication networks carry voice calls and 
data in digital form; in that sense ISDN can be called modem except for its relatively 
slow speed. Because of its slow speed, ISDN is falling out of favor in the marketplace 
and other, speedier techniques such as DSL and cable modems have been developed to 
be used in the "last mile" to the home (or the first mile to the Internet). ISDN sends dig- 
ital signals over standard telephone copper wires. Clarity and high-speed information 
transfer are the advantages of a digital network. Clarity is the result of digital signals 
being more robust against noise that deteriorates analog transmissions. High speed is 
the result of digital technology using efficient signal processing, modulation, and coding 
techniques to achieve a much higher information transfer rate than analog techniques. 
Because of intense, ongoing research, there is promise of even greater speeds as digital 
compression and other sophisticated techniques become available. To be more precise, 
we can state the advantages of digital technology as follows: 

(i) Digital transmission can be regenerated provided that the noise is not too high. 

29It appears that V.90 modems have reached a maximum speed of 56 kbps using the 4kHz bandwidth of 
POTS. 

30Another example---out of m a n y J i s  ADSL (asymmetrical digital subscriber line), which will be consid- 
ered more fully in a later section; it is a leading technology for providing high-speed service over traditional 
copper line facilities, typically running at 1Mbps and beyond. ISDN, ADSL, Ethernet, 1-5 Mbps cable 
modems, and ordinary 56 K modems provide the access part, the "last mile," to high-speed data networks 
which are being built with optical fibers. These fiber networks connect switching stations, cities, and coun- 
tries and run at speeds in the gigabit per second range and are the high-speed backbone of the Internet. One 
can speculate that in the future when the cost of optical fiber links decreases sufficiently, even the "last mile," 
currently a severe bottleneck, will be high-speed fiber optics. 
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(ii) Data and voice can be multiplexed into one bitstream. 
(iii) Sophisticated coding and processing techniques can be used to guarantee relia- 

bility and increase the information delivery rate. 

Even in its most basic configuration, ISDN can move 128 kbps, which is more than 
twice as fast as the standard computer modem (56 kbps). Data-compression software 
can give still higher speeds, allowing faster downloads of software from the Internet 
or graphics-rich Web pages. Thus, the same twisted-pair copper telephone line that 
could traditionally carry only one voice, one computer (by use of modem), or one fax 
"conversation" can now carry as many as three separate "conversations" at the same 
time, through the same line. However, it is a costly (about $100 per month) and hard-to- 
install telephone connection that requires the purchase and configuration of a terminal 
adaptermthe ISDN equivalent of a modem. Keep in mind, though, that each ISDN 
circuit is equivalent to three communication channels which can be combined for digital 
data, used separately for voice, fax, or modem, 31 or split with one line used for voice 
and the others for data. However, interest in ISDN is waning because the technology is 
too expensive for the increase in data rates that it provides. The focus is on technologies 
that can provide megabit rates into homes, which traditionally has been the weak link. 
For comparison, links between telephone switching stations and between cities (trunks) 
are almost entirely fiber-optic with gigabit rates. 

Technically we can state that ISDN consists of two 64 kbps bearer channels (B chan- 
nels) plus one 16 kbps data channel (D channel), referred to as the 2B + D access. The 
maximum combined rate is thus 144 kbps that can be sent over most links between the 
customer and the local exchangemlinks which were originally installed to carry analog 
telephone signals over pairs of twisted copper lines. This is made possible by replacing 
the slow analog switch at the central station (also referred to as the local exchange or 
central office) by a faster and intelligent digital switch which basically is a large, digital 
computer with many input/output ports. The availability of these central office digital 
switches~which have diverse capabilities, depending on their manufacturer--is grow- 
ing rapidly. As shown in Fig. 9.24, ISDN is delivered to the user from a digital switch 
through a user interface, called the Basic Rate Interface (BRI), which contains the three 
separate channels or "pipes." ISDN telephones can, of course, call to and receive calls 
from ordinary telephones, since the digital and analog systems are fully interconnected. 
To obtain more bandwidth, more complex interfaces which bundle 23B channels (the 
23 B + D access) or more are also available from the telephone companies. The 23 B + D 
access gives a transmission rate of 1.544 Mbps and is designed for transmission through 
a standard T-1 trunk. Even more complex systems are available at the local exchanges, 
with most of these services being narrowband ISDN, with limited bandwidth and data 
rate speeds. The next section will consider high-speed, broadband networks. 

31Recall that the fax and modem use analog signals for transmission over copper lines. A process called 
modulation is used to take the computer's binary ones and zeros and convert them to a series of analog tones. 
On the receiving end, a process called demodulation converts the tones back to their digital equivalents. The 
name modem comes from MOdulate/DEModulate. 
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Multiple telephone devices, 
b u t ~ ~ : ~  ~ o n e  call at a time Z ~ .  

Without ISDN 
I " 

Multiple telephone devices, 
with up to 3 calls at a time ~ 

With ISDN 

FIGURE 9.24 (a) Principles of ISDN. A BRI delivers three separate channels: two B channels for user 
voice, data, image, and audio, and one D channel for packet-switched call setup and signaling. Other func- 
tions can be programmed into the digital switch to meet specific needs. (b) With ISDN three separate "con- 
versations" can take place at the same time. Shown are simultaneous conversations with a telephone, with a 
fax machine, and with a computer over a single line. 

9.5.11 Circuit Switching 

In ISDN, which is a circuit-switched technology, the signals from all customers are 

digital and remain digital until the destination. Voice or any other analog sources are 
first coded by pulse code modulation, that is, an analog waveform is sampled, quantized, 

and encoded digitally for transmission over the network. 
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In circuit switching 32 a connection (link) is established between two end points be- 
fore data transfer is begun and torn down when end-to-end communication is finished. 
The end points allocate and reserve the connection bandwidth, once in place, for the 
entire duration, even if no data are transmitted during temporary lulls. Even when the 
connection uses multiplexed signals, designated bits in the multiplex frame will be given 
over and remain allocated for that link throughout the life of that connection. The trans- 
mission delay from end-to-end is the propagation delay through the network, which 
typically is very smal l - -a  fraction of a second even for satellite links. Small delays can 
be of great advantage when a message needs to be transmitted in real-time. 

Circuit-switched links (also referred to as circuit-oriented service) are ideal for a 
popular type of multimedia known as streaming media traffic. Streaming media is anal- 
ogous to broadcast media in that the audio or video material is produced as soon as a 
computer receives the data over the Internet. By its very nature, streaming media has 
to flow continuously to the user's computer, so it cannot follow the same traffic rules as 
conventional data which can be "bursty ''33 and tolerate long delays (e-mail traffic, for 
example). Typically, we classify data as bursty; however, video can also be bursty but 
less extreme. Circuit switching, once established, is equivalent to a direct connection. 
It has a desirably small and constant delay across the circuit and data arrive in the same 
order that they were sent - -and in that sense it is ideally suited for voice, music, and 
video. On the other hand, circuit switching, even though fast and ideal for streaming, 
can be very inefficient since most of the links will be idle at any given time. 

9 .5 .12 B r o a d b a n d  I S D N  and Asynchronous Transfer Mode ( A T M )  

The continuing information revolution requires services with ever-increasing data rates. 
Even the individual consumer, who is limited by dial-up telephone lines using 56 kbps 
modems or ISDN, is increasingly demanding high-speed broadband access into the 
home to achieve the best Internet experience possible. "Broadband" is the term used 
to describe high-speed access to data, voice, and video signals. With this capability, 
Web pages appear faster, audio and video files arrive quickly, and more than one per- 
son in a household can access the Internet at the same time. Broadband technologies 
such as cable, satellite, and digital subscriber line (DSL) bring Internet information 
to the home, in any format, with quality results. A service, newer than ISDN, called 
broadband ISDN (B-ISDN), which is based on the asynchronous transfer mode (ATM), 
supports connectivity at rates up to, and soon exceeding, 155 Mbps. There are major dif- 
ferences between broadband ISDN and ISDN. Specifically, end-to-end communication 
is by asynchronous transfer mode rather than by synchronous transfer mode (STM) 34 

32The telephone network is an example in which circuit switching provides a dedicated path or circuit 
between stations (during a voice conversation, for example). 

33The bit rate can change abruptly between high bit rates and low or zero bit rates. 
34STM is a circuit-switched networking mechanism where a connection (link) is established between two 

end points before data transfer is begun and shut down when end-to-end communication is finished. Data 
flow and arrive in an orderly fashion (i.e., in the same order that they were sent) but the connection bandwidth 
stays in place, even if no data are transmitted during temporary lulls. 
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as in ISDN. Since the early 1990s, the most important technical innovation to come 
out of the broadband ISDN effort is ATM. It was developed by telephone companies, 

primarily AT&T. It is a high-data-rate transmission technique--in some ways similar to 
traditional telephone circuit switching--made possible by fast and reliable computers 
that can switch and route very small packets of a message, called cells, over a network 

at rates in the hundreds of Mbps. 
Generally speaking, packet switching is a technique in which a message is first di- 

vided into segments of convenient length, called packets. Once a particular network 
software has divided (fragmented) the message, the packets are transmitted individu- 
ally, and if necessary are stored in a queue at network nodes 35 and orderly transmitted 

when a time slot on a link is free. Finally the packets are reassembled at the destination 

as the original message. It is how the packets are fragmented and transmitted that distin- 
guishes the different network technologies. For example, short-range Ethernet networks 

typically interconnect office computers and use packets of 1500 bytes called frames; the 
Internet's TCP/IP uses packets of up to 64 kbytes called datagrams; and ATM uses very 
short packets (cells) of 53 bytes. 

From this point forward, when we speak of packet switching, we understand it to be 
the TCP/IP connectionless service 36 used by the Internet in which the message trans- 

mission delay from end-to-end depends on the number of nodes involved and the level 
of traffic in the network. It can be a fraction of a second or take hours if network 
routes are busy. Since packets are sent only when needed (a link is dedicated only for 
the duration of the packet's transmission), links are frequently available for other con- 

nections. Packet switching therefore is more efficient than circuit switching, but at the 
expense of increased transmission delays. This type of a connectionless communication 
with variable-length packets (referred to as IP packets or datagrams) is well suited for 
any digital data transmission which contains data that are "bursty" i.e., not needing to 
communicate for an extended period of time and then needing to communicate large 
quantities of information as fast as possible, as in e-mail and file transfer. But, because 
of potentially large delays, packet switching is not as suitable for real-time services 

(streaming media) such as voice or live video where the amount of information flow is 
more even but very sensitive to delays and to when and in what order the information 
arrives. Because of these characteristics, separate networks are used for voice and video 
(STM), and data. This is a contentious issue at present because practically minded cor- 
porations prefer a single data network that could also carry voice in addition to data 

because there is more data than voice traffic. 
ATM combines the efficiency of packet switching with the reliability of circuit switch- 

ing. A connection, called a virtual circuit (VC), is established between two end points 

35 Communication nodes transport information and are fast computers (also called routers or switches) that 
act as high-speed network switches. Terminal nodes, such as telephones, printers, and computers, use or 
generate information. Nodes are interconnected by links of transmission media, such as copper wire and 
cable, fiberoptic cable, or wireless technology. 

36Before we continue with the development of ATM we have to understand that the present Internet uses 
a packet-switching service that is based on TCP/IP protocols. TCP/IP has "powered" the Internet since its 
beginnings in the 1970s (known then as ARPANET) and continues to be the dominant Internet switching 
technology with updated and more sophisticated protocols. 
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before data transfer is begun and torn down when end-to-end communication is fin- 
ished. ATM can guarantee each virtual circuit the quality of service (QoS) it needs. For 
example, data on a virtual circuit used to transmit video can experience small, almost 
constant delays. On the other hand, a virtual circuit used for data traffic will experi- 
ence variable delays which could be large. It is this ability to transmit traffic with such 
different characteristics that makes ATM an attractive network technology. 

The most recent implementation of ATM improves packet switching by putting the 
data into short, fixed-length packets (cells). These small packets can be switched very 
quickly (Gbps range) by ATM switches 37 (fast computers), are transported to the des- 
tination by the network, and are reassembled there. Many ATM switches can be con- 
nected together to build large networks. The fixed length of the ATM cells, which is 
53 bytes, allows the information to be conveyed in a predictable manner for a large 
variety of different traffic types on the same network. Each stage of a link can oper- 
ate asynchronously (asynchronous here means that the cells are sent at arbitrary times), 
but as long as all the cells reach their destination in the correct order, it is irrelevant 
at what precise bit rate the cells were carried. Furthermore, ATM identifies and pri- 
oritizes different virtual circuits, thus guaranteeing those connections requiting a con- 
tinuous bit stream sufficient capacity to ensure against excessive time delays. Because 
ATM is an extremely flexible technology for routing 38 short, fixed-length packets over a 
network, ATM coexists with current LAN/WAN (local/wide area network) technology 
and smoothly integrates numerous existing network technologies such as Ethernet and 
TCP/IP. 

How does ATM identify and prioritize the routing of packets through the network? 
In the virtual circuit packet-switching technique, which ATM uses, a call-setup phase 
first sets up a route before any packets are sent. It is a connection-oriented service and 
in that sense is similar to an old-fashioned circuit-switched telephone network because 
all packets will now use the established circuit, but it also differs from traditional circuit 
switching because at each node of the established route, packets are queued and must 
wait for retransmission. It is the order in which these packets are transmitted that makes 
ATM different from traditional packet-switching networks. By considering the quality 
of service required for each virtual circuit, the ATM switches prioritize the incoming 
cells. In this manner, delays can be kept low for real-time traffic, for example. 

In short, ATM technology can smoothly integrate different types of traffic by using 
virtual circuits to switch small fixed-length packets called cells. In addition, ATM can 
provide quality of service guarantees to each virtual circuit although this requires so- 
phisticated network control mechanisms whose discussion is beyond the scope of this 

text. 

37A switch (once called a bridge) is a multi-input, multi-output device whose job is to transfer as many 
packets as possible from inputs to the appropriate outputs using the header information in each packet. It 
differs from a router mainly in that it typically does not interconnect networks of different types. ATM 
switches handle small packets of constant length, called cells, over large distances, whereas, for example, 
Ethernet switches handle larger packets of greatly variable length over shorter distances. 

38In a packet-switching system, "routing" refers to the process of choosing a path over which to send 
packets, and "router" (a network node connected to two or more networks) refers to a computer making such 

a choice. 
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Summarizing, we can say that we have considered three different switching mech- 
anisms: circuit switching used by the telephone network, datagram packet switching 
used by the Internet, and virtual circuit switching in ATM networks. Even though ATM 
was developed primarily as a high-speed (Gbps rates over optical fibers), connection- 
oriented networking technology that uses 53-byte cells, modern ATM networks accept 
and can deliver much larger packets. Modem ATM is very flexible and smoothly inte- 
grates different types of information and different types of networks that run at different 
data rates. Thus connectionless communication of large file-transfer packets, for exam- 
ple, can coexist with connection-oriented communication of real-time voice and video. 
When an ATM switch in a network receives an IP packet (up to 64 kbytes) or an Eth- 
ernet packet (1500 bytes), it simply fragments the packet into smaller ATM cells and 
transmits the cells to the next node. 

9.5.13 Transmission Control Protocoi/Internet Protocol (TCP/IP) 

The Internet, which can be defined as a network of networks, requires a common lan- 
guage for exchanging information between many different kinds of computers, such 
as PCs, workstations, and mainframes, and many different computer networks, such 
as local area networks (LANs, which are good for interconnecting computers within 
a few miles) and wide area networks (WANs, which are good for hundreds or thou- 
sands of miles). This language, which is a set of protocols called TCP/IP, determines 
how computers 39 connect and send and receive information. Integrating different net- 
works and different computers into a single operational network using TCP/IP is usu- 
ally referred to as internetworking. The two main protocols of the Internet language 
are the transmission control protocol (TCP) and the Internet protocol (IP). TCP controls 
communication between the various computers, while IP specifies how data are routed 
between the computers on the Internet. For example, if e-mail is to be sent, the appli- 
cation protocol SMTP (Simple Mail Transfer Protocol) formats the message, and if a 
Web page is to be sent the application protocol HTTP (HyperText Transfer Protocol) 
formats the page. Then TCP/IP, which is installed on the user's computer, uses TCP to 
packetize the message (now called TCP packets). Source and destination addresses are 
then added by IP to form IP packets. IP then routes the IP packets over the Internet. 
TCP/IP is a connectionless type of packet switching also called IP datagram packet 
switching. In the datagram approach, a message to be sent is first divided into small 
packets, 4~ called IP packets or datagrams, each with the same destination address. The 
individual IP packets include information on the packers  origin and destination, as well 
as error checking information. Each IP packet sent is independent of packets that were 

39"Computers" is used in a broad sense. For example, an internet is composed of multiple networks in- 
terconnected by computers called routers. Each router is directly connected to many networks. By contrast, 
a host computer typically connects directly to only one network. A protocol is a set of rules or conventions 
governing the exchange of information between computer systems. Handshaking refers to the procedures and 
standards (protocols) used by two computers or a computer and a peripheral device to establish communica- 
tion. 

40Ip packets, or datagrams, are the main units of communication over the Internet. They can be as large as 
64 kbytes, so they are much larger than ATM cells. 
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transmitted before. The packets generally follow different routes with different delays 
and arrive at the destination out of sequence and must be reassembled (the packets must 
be switched around, hence the name packet switching) at the destination node, using the 
addressing information that is carried by each packet. It is for the destination node to 
figure out how to reorder or reassemble them in the original message. The message can 
experience significant delay from the time that it was sent; even packets can be missing 
if nodes along the route crashed. However, the destination computer can request that 
the sender resend missing or corrupted packets. Thus for delivering real-time services 
such as streaming media with live music and video, the best effort of an IP datagram 
packet-switched network like the Internet can frequently be marginal, especially in con- 
gested data traffic. On the other hand, if only a few packets are sent, datagram delivery 
is quick, can be routed away from congestion, and can find alternate routes to bypass a 
failed node. 

Recall that the most fundamental Internet service is to provide a packet delivery sys- 
tem. Before the Internet, as the number of local networks increased, communication 
between networks which used different protocols needed to be established. A gate- 
way 41 provided such an interface. However, as networks and network traffic increased 
enormously, the use of gateways to translate the different protocols of the many in- 
terconnected networks became inefficient and costly--a standard was needed. In the 
1970s ARPANET adopted TCPflP and forced all connected hosts throughout the world 
to comply. This technology, which makes the Internet work, continues to function to- 
day just as it was envisioned by its founders nearly 30 years ago. We now have a virtual 
network that encompasses multiple physical networks and offers a connectionless data- 
gram delivery system. The Internet is therefore more than just a collection of networks: 
it is an interconnected system in which strict conventions allow computers called IP 

routers to connect different networks (ATM, Ethernet, etc.), which in turn allows any 
computer to communicate with any other computer in the world. 

To understand IP routing we first have to look at the architecture of the Internet. It 
is a multilayer architecture and is simply referred to as the TCP/IP architecture. We 
can think of the modules of protocol software on each computer as being stacked ver- 
tically into layers, with each layer taking the responsibility for handling one part of the 
communication problem. The TCP/IP model consists of four layers: 

�9 Application Layer. It contains protocols designed to implement applications 
such as ftp (file transter protocol, used for moving files from one computer to 
another) and telnet (enables one to interact with a remote computer as if your 
terminal is directly connected to that computer), and allows these applications on 
different computers to communicate with each other. 

�9 Transport  Layer. Also known as the TCP layer or end-to-end protocol, it trans- 
fers datagrams across networks and supervises the end-to-end delivery. End-to- 
end means the two computers at the end of a communication link which imple- 

41A computer that connects two distinctly different communications networks together. Used so that one 
local area network computer system can communicate and share its data with another local area network 
computer system; essentially a protocol converter. 
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FIGURE 9.25 Layered architecture of a network�9 The physical is the lowest, and the application layer 
the highest, in the architecture. 

ment the transport layer. Computers within the network (which is supervised by 
the IP layer), such as IP routers and ATM switches, are unaware of the transport 
layer. 

�9 IP Layer. Sometimes referred to as the network layer, it supervises the address- 
ing of nodes and the routing of packets across networks; in other words, it imple- 
ments the end-to-end delivery. It relieves the transport layer of the need to know 
anything about the underlying technology for data transmission. It is in this layer 
that the various transmission and switching technologies such as ATM switching 
and IP routing are implemented. On the other hand, in the simple case of a di- 
rect end-to-end link (receiver and sender), there is little need for this layer since 
the transport layer in combination with the physical layer performs the necessary 
functions of managing the link. 

�9 Network Access  Layer. Also known as the network interface layer or data link 
layer, it is responsible for accepting IP datagrams and transmitting them over 
a specific network. The interfacing can be with many different network tech- 
nologies, ranging from ATM to Ethernet, Point-to-Point, Fiber Distributed Data 
Interface (FDDI), and so on. 

These layers and their role in transferring data are detailed in Fig. 9.25; an additional 
layer which refers to the physical wiring and cabling is also shown. Note, however, that 
the Internet architecture does not imply strict layering. This is a system in flux, search- 
ing for faster switching and speedier delivery of packets. For example, programmers, 
when designing applications, are free to bypass the defined transport layer and directly 
use the IP layer or any underlying layer by writing special code, or they can define new 
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F I G U R E  9.26 The standardized TCP/IP architecture of protocol software in layers. The arrows show the 
direction of a message, initiated by a sender, flowing over the Internet to a receiver. 

abstractions that can run on top of any existing protocols as long as these satisfy stan- 
dards and can be implemented. Intense research in software and hardware continues to 
increase the speed and the number of packets that can be delivered over existing lines. 
In this way the Internet architecture has evolved significantly in performance since its 
beginnings as ARPANET. 

W h y  layering? 

It breaks down the problem of designing and building a network into more manageable 
parts. In a modular design, if a new service needs to be added, the functionality of only 
a single layer might need to be modified while preserving the functionality of the re- 
maining layers. The layer architecture which defines how traffic is transported through 
a network allows us to visualize how communication proceeds through the protocol 
software when traversing a TCP/IP internet, for example, when packets are transmitted 
using SLIP (Serial Line Internet Protocol) or PPP (Point-to-Point Protocol) between the 
modem of your home computer and that of your office computer, or how packets are 
exchanged between office computers that are connected by Ethernet. Figure 9.26 de- 
tails how a message, originated in the application program of a sender or host computer, 
is transferred down through the successive layers of protocol software on the sender's 
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machine. 42 The message, now in the form of a stream of bits, is forwarded over the 

Internet to a receiver where the message is transferred up through the successive layers 

of protocol software on the receiver's computer. When the message reaches the highest 

layer in the TCP/IP protocol suite, which is the application protocol layer, it is still not 

in a format that an application program can use. It is the job of the application layer 

to transform the message into a form usable by an application program. If the message 

was a Web page, for example,  it will be in HTML, which this layer will convert (using 

the HTTP application protocol) for use by an application program such as a browser 
like AOL/Netscape Navigator or MS Explorer. Hence all browsers use the same HTTP 

protocol to communicate  with Web servers over the Internet. Similarly, when sending 

electronic mail using your favorite e-mail program, the SMTP is used to exchange elec- 

tronic mail. Similarly, RTP (real-time transfer protocol) is designed to transmit audio 

and video over the Internet in real time. Other applictions are Telnet (allows a user to 

log on to another computer)  and FTP (used for accessing files on a remote computer).  

Clearly, it is important to distinguish between an application program and the applica- 

tion layer protocol that it uses. As the application protocols sit on top of the transport 
layer, all use the same TCP connection. This process is reversed when the receiver sends 

a message and information flows from fight to left in Fig. 9.26. 

O S I  A r c h i t e c t u r e  

To complete the section on Internet communicat ion,  we have to include another, later- 

developed model,  the Open System Interconnection (OSI) architecture, which is fre- 

quently referred to in the media but in practice plays a lesser role than the TCP/IP 

standard. In general, when reference is made to Internet architecture the TCP/IP model  

is implied. Nevertheless, OSI protocols find use, especially when new communicat ion 

protocol standards are developed. Unlike the TCP/IP suite which evolved from research, 

the OSI protocol suite originated in committee in 1977. Figure 9.27 shows the OSI 

protocol stack and any relationship between the seven-layer OSI protocols and the four- 

layer Internet protocols. The relationship between corresponding layers is not exact but 
only refers to a similarity in function. Of  importance is to realize that a layered archi- 

tecture is designed so that software implementing layer n on the destination computer  

receives exactly what the software implementing layer n on the source computer  sent. 

We see that the application layer is divided into three layers in the OSI model. We 

are not going to detail the OSI model; however, the reader should understand that, for 

42Sender to receiver communication begins when an application on the sender host generates a data mes- 
sage that is then encapsulated by the appropriate application protocol and passed down to the transport layer 
where a TCP header, containing sender and receiver ports as well as a sequence number, is attached. The 
TCP segment is now passed down to the IP layer, which incorporates (encapsulates) the segment into an IP 
datagram with a new header which contains the receiver host address. Finally it passes to the network access 
layer where a header and a trailer are added which identify the sender's network. We note that the process of 
encapsulation is repeated at each level of the protocol graph. The appended datagram is now referred to as a 
frame and is sent over a physical wire, cable, or optic fiber as a series of bits. The encapsulation procedure is 
reversed when the frames arrive at the receiver host, pass up the protocol layers where headers are removed 
from the data, and finally are reconstructed as the sent message by the receiver's application program. 
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FIGURE 9.27 The OSI architecture model and its relationship to the Internet (TCP/IP) model. 

example, if a media release by a software company states that faster layer 5-7 switch- 
ing was achieved, that "5-7" refers to the session, presentation, and application layers 
in the OSI architecture. Using Fig. 9.27, we see that the application layer in the TCP/IP 
model corresponds to the highest three layers in the OSI model. Perhaps the most simi- 
larity exists between the transport layers in both models and the IP layer in TCP/IP and 
the network layer in OSI. As mentioned before, the transport layers provide end-to-end 
connection-oriented (also called virtual circuit switching) service, including reliability 
checks, while the destination host communicates with the source host. On the other 
hand, the next lower layer in both models (IP and network layer) provides connection- 
less service for packets over many networks. The network access layer, which accepts 
IP datagrams and transmits them over a specific network such as an Ethernet or To- 
ken Ring, etc. The network access layer which is an interface to a specific network 
technology corresponds to the physical and data link layers in OSI. 

9.5.14 A T M  versus  T C P / I P  

At this point it seems appropriate to highlight the relationship between ATM and TCP/IE 
It appears that TCP/IP's function is also that of ATM's, namely, the routing of packets 
over a network. For example, a recent article stated, 

Virtually every major carrier today is in the planning stage for new broad- 
band networks. A core part that is being put in place [is] ATM machines 
[ATM carries voice, data, and video traffic] as well as optical capability and 
Internet-protocol capability [IP is another technology that transmits voice, 
data, and video]. 

The implication is that there are two different technologies doing the same thing. It 
is how these packets are transmitted that differentiates the two technologies. A quick 
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comparison between these two technologies follows. Traditional packet switching on 
the Internet is understood to be connectionless service using TCP/IP protocols in which 
packets (called IP packets or datagrams) can follow entirely different paths and do not 
arrive in the same order as sent. On the other hand, ATM switching is a connection- 
oriented service, also based on packets (called cells) that follow a predefined path (called 
a virtual circuit) in which packets arrive in the same order as sent. At present, TCP/IP 
is sufficiently sophisticated that it can integrate many technologies, including ATM and 
Ethernet (a popular local area network technology that interconnects many computers 
over short distances such as all office computers in a company). If we define a network 
as a set of computers, routers, links, and servers, then depending on the protocols used 
we can classify it as an Ethernet, Internet, ATM net, etc. The interconnection is by 
routers and switches that can use any of the above technologies or a combination of 
them. For example, the Internet, which is a network of networks, might use ATM in 
one network, Ethernet in another, and TCP/IP yet in another, but all networks must 
seamlessly interconnect according to TCP/IP protocols. 

Even though ATM shows great promise as a fast switching technology ideally suited 
for the Internet, the older and simpler TCP/IP, which "powered" the original Internet 
(ARPANET) in the 1970s, still continues to be the dominant switching technology for 
the Internet. This is perhaps because a large installed base of TCP/IP-based applica- 
tions cannot exploit the benefits of ATM or perhaps IP developers simply do not want 
the sophistication of ATM in view of advances made in TCP/IP. At this point we can 
simply state that current TCP/IP protocols are extremely flexible in that almost any un- 
derlying technology can be used to transfer TCP/IP traffic; thus ATM can function under 
TCP/IP--as can Ethernet--to provide fast routing of packets between nodes. Evidently, 
intense research is improving the older technologies while evolving new ones. 

The reader should realize that any vagueness or even ambiguity in the presentation 
of this material reflects tensions as well as political issues between the TCP/IP and 
ATM camps. TCP/IP adherents push an "IP-only network" and claim that the "best 
effort" of an IP packet delivery system is adequate even for streaming media and that 
ATM as a transport mechanism for IP is not really needed. They also point out that 
ATM has an undesirable complexity because ATM networks must be aware of all vir- 
tual circuit connections by maintaining extensive routing tables, and furthermore, any 
circuit-switched network, real or virtual, requires considerably more bookkeeping than 
an IP packet-switched network to supervise the connections, which in turn gives control 
to companies running ATM. They add that traditional telephone companies do not like 
the Internet because it is a network they cannot control. 

On the other hand, ATM adherents claim that as the Internet grows in complexity, the 
sophistication of ATM networks will be better suited for future demands such as video 
conferencing and streaming media that generate constant bit rate traffic and require 
a small end-to-end delay. Furthermore, ATM is very flexible in allocating quality of 
service to connections, which IP cannot do. For example, they point out that ATM 
networks can reserve bandwidth for applications that need small delays whereas IP 
networking can only guarantee a "best effort" to accomplish this. The reader should 
come away from this discussion realizing that there is more than one way to design 
networks and that Ethernets, internets, and ATMs are in a constant state of flux. 
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Because virtual circuit packet switching requires a call setup, it uses more Internet 
resources and in that sense is not as efficient as datagram packet switching, which does 
not require a call setup before any transmission can take place. Also datagram packets 
can be large, reducing the proportion of overhead information that is needed. On the 
other hand, connection-oriented service allows for better control of network usage, re- 
suiting in better service to the user, that is, delay and packet losses can be controlled, 
whereas packet switching is a "flee-for-all" meaning "first come first serve" or "best 
effort" service. Clearly, one cannot state that one technique is superior to the other. 
Furthermore, at this time, intense research is taking place to improve the speed of both 
techniques. 

9.5.15 Digital Subscriber Line (DSL) 

As interest in narrow band ISDN is fading, and cable and satellites promise speedier 
Internet access, telephone companies are turning to broadband services such as DSL 
to provide high-speed Internet access for the home. Digital subscriber lines and other 
advanced forms of multiplexing are designed to use as the transport medium the bil- 
lions of dollars' worth of conventional copper telephone lines which the local telephone 
companies own, without requiring any new wires into the home. Telephone and other 
telecommunication companies desire to give their networks a packet-switch orienta- 
tion and are trying to convert current voice-oriented networks that also carry data into 
more efficient data-oriented networks that will also carry voice. One such service over 
a single pair of twisted copper wires is referred to as voice-over DSL. The difference 
between DSL and traditional telephone service is that DSL converts voice into digital 0 
and l 's and sends them in packets over copper wire. Packets from several conversations 
as well as bits of e-mail and other data travel together in seeming random order. For 
voice service over DSL, the trick is to deliver the voice packets to the right destination 
at the right time in the appropriate order, so that the "reassembled" conversations sound 
natural. 

The demand for more network capacity, or bandwidth, closer to the home customer, 
which is causing telephone companies to deploy DSL, is also causing increased instal- 
lations of optical fibers across the country, increasing the network's backbone capacity 
and bringing it closer to the neighborhoods. This is important for DSL which is a 
copper-based, high-speed but short-distance service in which the customer can be no 
more than a few miles from a telephone switching station. Figure 9.14 clarifies this 
restriction and shows that copper lines attenuate a 1 MHz signal by 9 dB in a length 
of 1 km. At the present, to run broadband fiberoptic lines into homes is too expensive, 
thus the "last mile" copper wire link between the telephone company's central office 
and home remains in place. 

DSL, which accommodates simultaneous Internet and voice traffic on the same line, 
can relieve the bottlenecks in the last mile to the home. In DSL, the 1 MHz bandwidth 
is divided into two greatly unequal parts: the low end of the spectrum, 4 kHz, is used 
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for voice traffic and acts as an ordinary telephone connection 43 (POTS), while the high 

end, which is practically the entire spectrum, is used for data, typically Internet traffic. 

The 1 MHz of bandwidth which is available for DSL translates into high-speed data 
rates of up to 10 Mbps. Of course the high frequencies introduce problems such as 
high noise and high attenuation that did not exist at 4 kHz; hence sophisticated software 
and hardware techniques have to be applied at the central office to counter these. To 
reduce the effects of noise, line-coding techniques are applied to control the frequency 
band and digital signal processors (DSPs) are applied to restore the original signals from 
distorted and noisy ones. 

There are various flavors of DSL (also referred to as xDSL), for example, asymmetric 
and very high-speed. But they have one universal characteristic: the higher the data 
speed, the shorter the distance between home and switching station must be. In addition 
all are equipped with modem pairs, with one modem located at a central office and the 
other at the customer site. Before we give a list of the various types of DSL, let us define 

a few terms. 

�9 Symmetr ical .  A service in which data travel at the same speed in both directions. 

Downloads and uploads have the same bandwidth. 

�9 Asymmetr ica l .  A service that transmits at different rates in different directions. 

Downloads move faster than uploads. 

�9 Downst ream.  Traffic is from the network to the customer. 

�9 Ups t ream.  Traffic from the customer to the network operating center. 

Available types of DSL are: 

�9 ADSL. Asymmetric digital subscriber lines deliver traffic at different speeds, de- 
pending on its direction, and support a wide range of data services, especially 

interactive video. ADSL provides three information channels: an ordinary tele- 
phone (POTS) channel, an upstream channel, and a higher-capacity downstream 

channel. These are independent, i.e., voice conversation can exist simultaneously 
with data traffic. These channels can be separated by frequency-division mul- 
tiplexing. Downstream speed 1.5-7 Mbps; upstream 16-640 kbps; range 2-3.4 
miles. 

�9 ADSL Lite. A slower version of ADSL designed to run over digital loop cartier 
systems and over lengths of more than 3 miles. Dowstream 384 kbps- l .5  Mbps; 
upstream 384-512 kbps. 

43Recall (Examples 9.5 and 9.17) that copper-based local loops can carry analog voice signals in a band- 
width of only 4 kHz. To convert the analog voice signal to a digital one, we use Nyquist's sampling theorem, 
which states that an analog signal must be sampled at twice its maximum frequency. Hence the telephone 
central office samples the received signal at 8 kHz, represents a sample amplitude by 256 levels (or 8 bits, 
28 = 256), provided the noise on the analog line is sufficiently low to allow a division into 256 levels, and 
thus obtains a bit stream of 64 kbps. The 4 kHz limit on the local loop also imposes an upper limit on the 
speed of analog modems, which now is 56 kbps and most likely will not be exceeded. DSL bypasses this 
limit by using frequencies up to 1 MHz to carry digital signals over standard copper telephone lines. 
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FIGURE 9.28 Frequency ranges in ADSL signals. 

�9 HDSL. High-bit-rate digital subscriber lines provide T1 service in both directions 
for applications that require communications symmetry, such as voice, corporate 
intranets, and high-volume e-mail. Typical use is between corporate sites. 1 Mbps 
up- and downstream; range 2-3.4 miles. 

�9 IDSL. Uses ISDN-ready local loops. An international communications standard 
for sending voice, video, and data over digital telephone lines. Up to 144 kbps 
up- and downstream; range 3.4--4.5 miles. 

�9 SDSL.  Single-pair symmetric high-bit-rate digital subscriber lines operate on a 
single copper twisted pair. The advantage is a reduction from two wire pairs to 
just one. 128 kbps-2 Mbps up- and downstream; range 2 miles. 

�9 RDSL.  Rate-adaptive digital subscriber lines offer adjustable downstream and 
upstream rates. This service can adapt its bit rates according to line conditions 
or customer desires. For example, if a line is noisy, the bit rate can be decreased, 
making this service more robust. Downstream 40 kbps-7 Mbps; upstream up to 
768 kbps; range 2-3.4 miles. 

�9 VDSL. Very high-bit-rate asymmetric digital subscriber lines provide very high 
bandwidth downstream, but have distance limitations and require fiberoptic ca- 
ble. Originally developed to provide video-on-demand over copper phone lines. 
Downstream 13-52 Mbps; range 1000 ft. 

9 .5 .16  C a b l e  M o d e m s  

Another technology for connection to the home (the "last mile") and an alternative to 
DSL is the cable modem, which can deliver speeds up to 10 Mbps, or six times faster 
than a dedicated T-1 line. This technology uses the cable TV (CATV) network which 
currently reaches 95% of American homes. In this approach, a subset of the available 
cable channels is made available for transmission of digital signals. As discussed previ- 
ously, a TV channel provides a 6 MHz bandwidth which can support a 40 Mbps digital 
stream, with downstream and upstream rates determined by the cable company. Unlike 
DSL, which is distance-limited, cable's drawback is that its bandwidth must be shared 
by all subscribers in a neighborhood. Like DSL, cable modems will connect your home 
to the cable company, with the cable company then defining the traffic on its network. 
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The implication is that digital traffic can slow down severely if suddenly many cus- 
tomers go on-line in a neighborhood. To reduce such bottlenecks, the cable company 
can allocate more channels to digital data traffic by taking away TV program channels, 
a decision most likely to be based on business criteria such as advertising, which might 
not always be to the liking of the cable modem customer. 

9.5.17 Ethernet 

A local area network (LAN) is a communication network consisting of many computers 
such as PCs and workstations that are placed within a local area, such as a single room, 
a building, or a company. Popular LANs are the Ethernet developed by the Xerox Cor- 
poration and the Token Ring developed by IBM. The most popular local area network 
is the Ethernet, which can connect up to a few hundred computers typically situated in 
the same building. In an Ethernet, the computers are connected to a common coaxial 
cable by use of Ethernet interface boards and provide inexpensive, relatively high-speed 
network access to individual users. We can call this a bus because all connected com- 
puters share a single communication channel and a message is received by all computers 
connected to the network. Ethernet transmission rate is 10 Mbps, but the Fast Ethernet 
protocol operates at 100 Mbps and gigabit Ethernets are also available. Ethernets make 
excellent "last mile" alternatives in places such as campus dormitories, for example. 
The maximum size of Ethernet packets is 1500 bytes. When a computer wants to send 
a packet to another computer, it puts the source address and the destination address on 
the packet header and transmits the packet on the cable. All computers read the packet 
and only the computer with a matching destination address on the packet can receive it. 
All other computers discard the packet. 

9.5.18 The Internet 

The Internet is a world-wide network of computers linked by a combination of tele- 
phone lines, cable, and fiber optics. It is based on a common addressing system and 
communication protocol called TCP/IP (transmission control protocol/Internet proto- 
col). TCP/IP converts any type of digital data into smaller packets of data that can be 
transmitted in quick bursts over any communication line that happens to be available at 
that time. One packet, which can be a part of computer file, is sent by cable, for example, 
while the second packet of the same file can be sent by a completely different route and 
method (satellite, microwave) to its destination where the packets are reassembled into 
the original file. This makes the Net flexible and very efficient, regardless of geograph- 
ical distances. The Internet began as ARPANET (Advanced Research Projects Agency 
Network), established in 1969 by the Department of Defense to provide secure links for 
research organizations and quickly broadened to academics and the NSF (National Sci- 
ence Foundation), which had implemented a parallel network called NSFNet. The NSF 
took over TCP/IP technology and established a distributed network of networks capable 
of handling a large amount of traffic. Currently the World Wide Web (WWW, or Web) is 
the leading retrieval service for the Internet. It was begun in 1989 at the particle physics 
laboratory CERN in Geneva, Switzerland. HyperText Transfer Protocol (HTTP) stan- 
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dardized communications between servers and clients using friendly, point-and-click 
browser software such as Explorer and Netscape in place of arcane Unix-based com- 
mands. Servers are network computers that store and transmit information to other com- 
puters on the network, while clients are programs that request information from servers 
in response to a user request. A document on the World Wide Web, commonly called 
a Web site or a home page, is written in HyperText Markup Language (HTML) and is 
assigned an on-line address referred to as a Uniform Resource Locator (URL). The ease 
with which hypertext allows Web users access to other documents has made electronic 
mail (e-mail), file transfer (via FTP protocol), remote computer access (via telnet), bul- 
letin boards, etc., common among the general public, whereas before the Web appeared 
the Internet was a province for the technically savvy such as academic, government, and 
business professionals. Now the Internet allows you to send messages and documents 
electronically, transfer documents and software from another computer to your own, 
engage in group discussion, and put your own information out on the Net for everyone 
else to see. Writing to a colleague or visiting the Louvre is easily done on the Net. 

EXAMPLE 9.19 Compare typical access to the Internet from home and from work. 
From home, connection is usually via a modem and a telephone line or cable to an 

internet service provider (ISP). At work, the type of connection depends on whether the 
company has a computer system with Internet access. If it does, your PC or workstation 
may be connected via Ethernet cable. If it does not, then your connection is likely via 
modem and telephone line to an ISE Typically one will have an Ethernet connection 
at work and a modem/phone connection at home. If this is the case, different soft- 
ware is needed to match the two different environments. Furthermore, the software for 
each environment is again divided, depending if one is sending e-mail or browsing the 
Web, because the resource requirements are very different. Before looking at the four 
different situations, let us consider the common point: the Internet connection. 

Ethernet .  Let us begin with a typical company network: a computer system con- 
nected in some kind of network with Internet access. The most popular "kind of net- 
work" is a switched or shared 10 or 100 MB/s Ethernet--less popular are Token Ring 
and ATM networks. Your work PC or workstation may then be connected via Ethernet 
cable to the computer system. An Ethernet cable can either be a twisted copper pair 
or coaxial cable. Such cables are commonly used to connect computers in a local area 
network (LAN) which provides the high-speed and wide bandwidth path for the data 
flow between the computers. The company LAN is then connected to the Internet, also 
by a high-speed and wide bandwidth connection. A bottleneck can develop when either 
the speed within the LAN or the connection speed between the LAN and the Internet is 

inadequate. 
Modems. The company computer system normally has a pool of modems so off-site 

computers can dial in and be connected to the system by use of modem and telephone 
lines. These connections are much slower (typically 56 kbps) than Ethernet cables be- 
cause using the analog telephone lines requires a modem at home which must perform 
a digital-to-analog conversion and another modem at the company which reverses the 
process and performs the analog-to-digital conversion. If the Ethernet is lightly loaded 
it can be up to 1000 times faster than the modem connection, but if heavily loaded only 
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about 10 times faster. The speed difference is because Ethernet is digital and telephone 

lines are analog unless you are using the newer ISDN, SDSL, or ADSL telephone con- 
nections which are also digital and much faster than their analog counterparts. 44 When 

making speed comparisons one should keep in mind that the telephone was made for 

humans and adapted to use for computers, whereas Ethernet was created for computers 
from the start. More recently cable connections that use a cable modem have become 

available. Both cable and DSL support high-speed transmission (up to 10 Mbps) of 

voice, data, and v ideo-- for  DSL over conventional copper phone lines and for cable 

over coaxial copper cable. Comparing the two newer services, we find that both require 

modems, either a DSL modem or a cable modem. DSL provides dedicated service over 

a single telephone line; cable modems offer a dedicated service over a shared medium. 

Although cable modems have greater downstream bandwidth, that bandwidth is shared 

among all users on a line. DSL users do not share service, so speed will be constant. 

DSL exists simultaneously with the plain old telephone service (POTS) on the same 

copper lines. No new lines are required to maintain telephone service, and the new ser- 

vices are unaffected by placing or receiving calls during use. Cable's limitation is that 

speed will vary with the number of users on a line, whereas DSL's limitation is that it 

will not work at distances greater than 4 miles from the central phone office, so not all 

phone customers can use it. In a typical LAN there might be, say, 20 personal computers 

of virtually every kind, including Windows machines, Macintoshes, and workstations 

which are connected to several servers within a company department or group. This set 

of computers is also connected to the rest of the company computer system. The servers 

may perform one or more of several functions, acting as a common source of software 

packages for word processing, spreadsheet and data base applications, and file storage 

and backup, as well as being the host machine for e-mail. The host is usually a computer 

running Unix, which is the most common operating system that enables several users 
to use the machine at one time (multiuser) and individual users to run several programs 

at the same time (multitasking). The Unix OS includes a comprehensive mail-delivery 
program, sendmail, that implements the Simple Mail Transport Protocol. On systems 
that provide full Internet access, all tasks 45 use TCP/IP. This use of standard protocols is 

the key reason why users can interact with each other using a wide variety of hardware 

and software over the Internet. The use of proprietary software by some commercial 
service providers restricts what users can do. 

E-mail.  To use electronic mail requires an e-mail package either on the host or on 
the client (your PC). PINE and ELM are packages installed on the host whereas PCmail, 
Messenger, Outlook, and Eudora are on PCs. All of these packages interact with the 
sendmail program that connects with the network but the amount of information that is 

passed between your PC and the host is relatively small. The host is always connected 

44Ethernet can have a speed of 10 Mbps or even 100 Mbps. The best modems are only 56 kbps. ISDN 
comes as 2-64 kbps "channels" which equal 128 kbps uncompressed. Both DSL (distance-limited) and cable 
(number of users limited) can have speeds of up to 10 Mbps. 

45Tasks include e-mail, telnet (a mechanism to establish an interactive session from your machine to a 
remote host machine when both machines are connected through the Internet--invoking the telnet program 
on your machine will initiate the telnet connection), FTP (file transfer protocol), etc. 
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to the network and stores the mail it receives until you decide to open it on your PC and 
act on it. To use e-mail, you need a terminal emulation software package on your PC 
that connects with the host, for example, ProComm and Hyperterminal. Alternatively, 
one will use SLIP (Serial Line IP) or PPP (Point to Point Protocol) with a modem 
to simulate being connected directly to a LAN. These packages either help you send 
commands to the e-mail package on the host (PINE, ELM, etc.) or help your PC-based 
e-mail package (Eudora, etc.) interact with the SMTP server. Web-based e-mail such as 
Hotmail is also popular. It is a free e-mail system (www.hotmail.com)--but you need 
Internet access to use it. The advantage with Web-based mail (in addition to Hotmail 
there is Yahoo, and many others) is that you can receive and send e-mail anywhere you 
can find access to the Web, for example, an Internet cafe anywhere in the world. 

If you are connected via a fast Ethernet cable and you do not pay for connect time, 
you may not be concerned about the time for message composing, editing, reading, and 
so on. On the other hand, if you are connected via a relatively slower telephone line and 
modem combination, or if you pay for connect time, you may prefer to use a PC-based 
e-mail package that enables you to prepare and read messages off-line at your leisure 
and connect briefly to transmit messages between PC and server. In either case, the 
faster modems with data compression and error correction are much preferred. Data 
compression alone gives an effective speed increase of at most four times. 

Web Browsers. Installed on PCs, these are based on Windows, Mac OS, or X- 
Windows (Unix). The most common examples are AOL/Netscape Navigator (originally 
Mosaic) and MS Internet Explorer. Their use requires your PC to be connected as a 
node on the Internet, which means that your PC must be assigned an IP address by 
your system manager. The system manager controls your access to the Internet and 

authorizes your log-on ID. 
If you are connected via Ethernet to a company LAN, you will have a permanent IP 

address. This is a fast connection that will not cause delays in receiving data, especially 
when the Web pages contain a high density of graphics. The major causes of delay are 
most likely the network bandwidth limitations and network traffic congestion. Some 
Web server sites are overloaded because many users access their pages. Some sites 
have not installed a connection to the Internet that is adequate for the traffic they are 

generating. 
If you are connected via a modem, you need either a permanent IP address or a 

temporary one that is assigned each time you log on. You also need a SLIP or PPP 
connection. PPP is a newer and more general protocol than SLIE A SLIP or PPP con- 
nection requires two conditions: one, you have a communications software package on 
your PC that supports a SLIP or PPP connection, and two, the network that provides 
your Internet connection has a modem pool that supports SLIP or PPE A third and ob- 
vious condition is that the network must have a full Internet access connection to the 
Internet. Delays have two main causes: traffic congestion (either because of an insuffi- 
cient bandwidth connection or because of servers that are too small) and modems. At 
times it pays to turn off the graphics display, an option in Web browsers. This alone 

may speed up your display response time if text is the primary message and the graph- 
ics are merely window dressing. On the other hand, if graphics are content, one may 
lose important information. II 
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9.6 S U M M A R Y  

In this concluding chapter we have pulled together concepts in digital electronics and 
fundamental concepts in information and communication theory and showed that these 
seemingly diverse concepts have led to a new form of communicating, embodied by the 
Internet. Underlying these notions is the trend toward communication that is completely 
digital. We showed that information can be quantified in terms of bits, that the flow of 
information can be expressed as a rate in bits per second (bps), and that analog mes- 
sages can be changed to digital ones by using the principles of the sampling theorem. 
Bandwidth and channel capacity of a transmission link or trunk were explored, and we 
found that bandwidth can be traded for noise in a transmission system. 

As popular as AM and FM are for analog transmission, so is pulse code modulation 

(PCM) for digital signaling. PCM uses discrete time samples of the analog signal, but 
instead of simply transmitting the amplitudes of the discrete analog samples at discrete 
times, it first quantizes each amplitude of the sampled analog signal into a number of 
discrete levels. A binary code is then used to designate each level at each sample time. 
Finally, the binary code is transmitted as a sequence of on-off pulses. 

The fact that several pulses are needed to code each sample increases the bandwidth. 
Suppose that the effective analog signal bandwidth is W; then a minimum bandwidth B 
required to transmit a series of pulses that are sufficiently short so that n of them will 
fit into a sampling period, in accordance with (9.20), is given by B = Wn = W log 2 S, 
where S is the number of quantizing levels. Thus the bandwidth is increased by the 
number n of bits used in the binary code. The advantage of binary PCM is that a 
decision between two states (in a received signal) is easier and therefore less prone to 
error than one between several levels. For this reason binary PCM is commonly used. 

PCM allows repeated noise-free regeneration of the original digital signal, which 
implies that a digital signal can be sent over large distances without deterioration. The 
technique of multiplexing, workable only for digital signals, permits many digital sig- 
nals originating from diverse sources such as voice, video, or data to be sent at the same 
time over a single transmission cable, which is a very efficient way of sending messages 
and has no counterpart in analog signaling. 

Access to the Internet over standard telephone lines using modems, even at the 
56 kbps speed, can be painfully slow. A technique to allow digital signals to be car- 
ried on analog telephone lines with a bandwidth much larger than the original 4 kHz 
for which they were originally designed is ISDN, which even in its most basic form can 
carry digital signals at a rate of 128 kbps. The ever-increasing data rates required by 
the continuing technological revolution has led to the introduction of broadband ISDN 
or B-ISDN, with data rates in the gigabit per second (Gbps) range to be transmitted 
over fiberoptic and coaxial cables. B-ISDN is based on the asynchronous transfer mode 
(ATM), which is a connection-oriented, high-speed, packet-switched digital communi- 
cation process that can convey many different types of information, including real-time 
audio and video, which ordinary packet switching could not handle before ATM be- 
cause packets can be delayed in transit while waiting for access to a link, and this would 
corrupt the received audio or video signal. Packet switching is ideal for file transfer 
in connectionless communication with large packets, while real-time voice and video 
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communication work best with a connection-oriented scheme and small packets. The 
design of ATM is such that it can handle both of these tasks as it is designed to prioritize 
different transmissions and thus can guarantee voice and video and an acceptably small 
time delay. It was originally designed for a speed of 156 Mbps over fiberoptic cables, 
but now the speed is in the gigabit range, which is desirable for use on the Internet. 

Office machines connected together in a single room or building form a local area 
network which is usually governed by Ethernet or by Token Ring protocols. Ethernet 
is a standard interconnection method with a basic data rate of 10 Mbps over a cable or 
bus. It is a bus because all connected hosts share it and all receive every transmission. 
A host interface (an Ethernet card) on each computer chooses packets the host should 
receive and filters out all others. 

The Internet was initially created as a communications network to link university, 
government, and military researchers. It is a network connecting many computer net- 
works and based on a common addressing system and communications protocol called 
TCP/IP. A message is transmitted through this network, which sends it by any of a 
seemingly infinite number of routes to the organization through which the receiver has 
access to the Internet. It is a connectionless, packet-switched technology originally 
designed for "bursty" data such as e-mail and file transfer, but TCP/IP has undergone 
intense research and the "best effort" of the latest TCP/IP protocols can also deliver 
streaming media with acceptable results. The primary uses of the Internet are elec- 
tronic mail (e-mail), file transfer (ftp), remote computer access (telnet), bulletin boards, 
business applications, and newsgroups. The World Wide Web is the leading informa- 
tion retrieval service of the Internet. Browser software such as Netscape Navigator and 
Internet Explorer allows users to view retrieved documents and Web pages from the 
Internet. 

P r o b l e m s  

1. After asking what sex the newborn baby is, you are told, "It's a boy." How much 
information did you receive? 
Ans: 1 bit. 

2. You are told that you are on square 51 of a numbered 64-square checkerboard. 
How much information did you receive? 

3. A 64-square checkerboard is used as display board. Each square can be either lit 
or dark. What is the information content of such a display? 
Ans: 64 bits per display. 

4. A computer uses 32 bits for addressing. How many addresses can be stored? 
5. A computer needs to address 2000 locations. What is the minimum number of 

bits that are needed? 
Ans: 11 bits. 

6. What is the resolution available with 12-bit sound? 
7. If the sound intensity level changes by a 100:1 ratio, what is the dynamic range 

in dB of the sound? 
Ans: 20 dB. 

8. If a TV set is to have a horizontal resolution of 600 lines (or 600 pixels), that is, 
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be able to display 600 alternating dark and light spots along a single horizontal 
line, what is the 

(a) information in bits per pixel if each pixel can have nine gradations of light 
intensity? 

(b) information in bits per line? 
(c) bandwidth that the TV circuitry must have? 

9. What is the information rate of a light display with four on-off lights which can 
change once a second? 
Ans: 4 bps. 

10. What is the information rate of HDTV (high-definition television) if each pixel 
has 16 brightness levels with 700 lines of horizontal resolution, it has 1200 lines 
per frame, and it refreshes at 30 frames per second? 

11. The term baud gives the signaling rate in symbols per second. For binary systems 
signaling rate in bauds is equivalent to data rate in bits per second because in 
a binary system the signaling element takes on one of two different amplitudes" 
either a one or a zero can be encoded, according to the amplitude value. Suppose 
each signaling element takes on one of four amplitudes. Each amplitude then 
corresponds to a specific 2-bit pair (00, 01, 10, 11). In this 2-bit case, bit rate 
= 2. baud rate. Find the data rate in bps (bits per second) for a digital system 
using 16 different signaling states and transmitting at 1200 baud. 
Ans: 4800 bps. 

12. The highest frequency in a telemetry signal representing the rudder position of a 
ship is 2 Hz. What is the shortest time for the rudder to change to a distinctly new 
position? Hint: refer to Fig. 9.3a, which shows that a signal change from a min 
to a max takes place in a time of a half-cosine. 

13. What is the approximate bandwidth of speech if the highest frequency in speech 
is 3 kHz? 
Ans: 3 kHz. 

14. What is the exact bandwidth of speech if the highest frequency in speech is 3 kHz 
and the lowest is 100 Hz? 

15. If a piece of music in which the highest frequency is 10 kHz is to be converted to 
digital form, what is the minimum sampling frequency? 

16. If an amplifier which has a bandwidth of 100 kHz can amplify 10 s pulses satis- 
factorily, what bandwidth is needed if the pulses are shortened to 5 s ? 
Ans: 200 kHz. 

17. What is the frequency content of a DC signal, of a sinusoid of frequency 1 MHz, 
and of an extremely short pulse? 

18. When converting an analog signal to digital form, explain why the analog signal 
must first be passed through a low-pass filter which has a cutoff frequency that is 
half of the sampling frequency. 

19. Explain aliasing. 
20. Aliasing is a major source of distortion in the reconstruction of signals from their 

samples. Give two ways to avoid aliasing. Hint: one relates to the speed of 
sampling, and the other to filtering. 
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21. What is oversampling? 
22. Assume the highest frequency present in a speech signal is 3.5 kHz. If this signal 

is to be oversampled by a factor of 2, find the minimum sampling frequency. 
Ans: 14 kHz. 

23. A time-domain signal v(t) has the spectrum V ( f )  shown in Fig. 9.29 with fh = 
25 kHz and W = 10 kHz. Sketch Vs ( f )  for sampling frequencies fs = 60 kHz 
and 45 kHz and comment in each case on the reconstruction of v(t) from Vs(t). 

v(f) 

0 fh -w fh 

Fig. 9.29 

24. What is the maximum number of levels that can be encoded by using 10 bits? 
25. It is desired to digitize a speech signal by sampling and quantizing the continuous 

time signal. Assume the highest frequency present is 4 kHz and quantization to 
256 levels (8 bits) is adequate. Find the number of bits required to store 2 minutes 
of speech. 
Ans: 7.68.106 or 7,680,000. 

26. In pulse amplitude modulation (PAM) where an analog signal is sampled and rep- 
resented by varying-height pulses, a minimum bandwidth on the order of 1/(2T) 
is required (see (9.20)) to transmit a pulse train. In pulse code modulation (PCM) 
the varying amplitude of each pulse is further represented by a code consisting of 
several pulses (the amplitude of these pulses is constant in binary coding which 
uses simple on-off pulses). This increases the required bandwidth in proportion 
to the number of pulses in the code. For example, if 8 quantizing levels are used 
in a binary PCM system, 3 pulse positions (that is, 3 bits) are used, and thus the 
PCM signal requires 3 times more bandwidth than if 1 pulse were transmitted (the 
reason is that 3 pulses are now sent in the same time that it took to send 1 pulse). 
Similarly, the bandwidth is increased by a factor of 4 for 16 levels in a binary 
system. Extending this to a binary system with n quantization levels, we see that 
the required bandwidth is increased by a factor of at least log e n. 

(a) In binary PCM coding, find the increase of the transmission bandwidth if 4, 
64, and 256 quantization levels are used. 
Ans: 2, 6, 8. 

(b) Find the increase in bandwidth required for transmission of a PCM signal 
that has been quantized to 64 levels if each pulse is allowed to take on the 
following number of levels: 2, 3, and y. 
Ans: 6, 4(3.79), and logy 64. 

27. A message has a bandwidth of 4 kHz. If the signal is to be sampled for PCM, 

(a) what is the minimum sampling frequency to avoid aliasing? 
(b) what is the required sampling frequency if there is to be a guard band of 

2.5 kHz? 
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28. The highest frequency component of high-fidelity sound is 20 kHz. If 16 bits are 
used to encode the quantized signal, what bandwidth is needed as a minimum for 
the digital signal? 
Ans: 320 kHz. 

29. A music signal needs to be digitized by sampling and quantizing the continuous 
time signal. Assume the highest frequency present is 10 kHz and quantization by 
8 bits is adequate. Find the number of bits required to store 3 minutes of music. 

30. High-fidelity audio has a maximum frequency of 22 kHz. If 20 bits are used to 
encode the quantized signal, what bandwidth is needed as a minimum for the 
digital signal? 

31. The maximum frequency of a television signal is 4 MHz. 

(a) What is the minimum sampling rate for this signal? 
(b) If 10 bits are used to encode the sampled signal, what is the final bit rate? 

32. Determine the number of quantizing levels that can be used if the number of bits 
in a binary code is 6, 16, and y. 
Ans: 64, 65,536, 2y. 

33. When digitizing an analog signal, 

(a) how are guard bands introduced? 
(b) what is the purpose of guard bands? 

34. The maximum frequency in an analog signal is 4 kHz. After sampling, the signal 
is to be reconstructed by passing the samples through a single-section, low-pass 
RC filter of the type shown in Fig. 9.7b. 

(a) Specify the appropriate sampling rate and the filter bandwidth B. 
(b) Relate the sampling rate and filter bandwidth to the distortion of the recon- 

structed signal. 

35. An altitude meter converts altitude to an analog electrical signal. A specific meter 
has a time constant of 2 s. 

(a) Find the signal bandwidth that can be associated with such a meter. 
(b) If the analog signal is to be converted to a digital signal by sampling, how 

frequently must the meter output be sampled? 
Ans: 0.08, 0.16. 

36. The video bandwidth of a TV channel is given as 4.2 MHz. Using Eq. (9.17), 
verify that the calculated horizontal resolution for a TV set is 449 lines. 

37. Given the number of horizontal raster lines per frame and the number of frames 
per second in the NTSC standard, calculate the time in seconds allowed for the 
electron beam to trace one horizontal scanning line. 
Ans: 63.5/zsec/line. 

38. What is the horizontal line frequency of a typical TV set? (The horizontal section 
of the circuitry in a TV set which produces an electrical sawtooth signal that is 
used to sweep the electron beam from side to side must therefore operate at this 
frequency.) 
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39. If there are 16 shades of gray per pixel, 500 pixels per line, 525 lines per frame, 
and 30 frames per second in a TV set, calculate the maximum number of pixels 
per frame and calculate the maximum information rate in Mbits per second in the 
TV display. 
Ans: 262,500; 31 Mbps. 

40. What is the highest frequency present in a signal if a measurement of the shortest 
half-cosine rise time in that signal is found to be 0.1 s? 

41. What is the bandwidth of a 5 V, 0.2 s pulse? Assume its shape approximates that 
of a square pulse. 
Ans: 5 MHz. 

42. (a) If a single 5 V, 0.2 s pulse or a series of such pulses (like a square wave) is to 
be transmitted, what must the transmission bandwidth be for recognition of 
the pulses at the output of the transmission system? 
Ans: 2.5 MHz. 

(b) What is the minimum bandwidth required to transmit a pulse train with pulse 
length of 1 ns? 

43. Explain the difference in the bandwidth of Problems 41 and 42(a). 
44. Find the minimum channel bandwidth required for pulse detection and resolution 

of a sequence of 10 s pulses which are randomly spaced. The spacing between 
pulses varies between 4 and 15 s. 

45. Determine the bandwidth required for a data rate of 10 Mbps. Assume simple 
pulses, equally spaced, such as in the square wave shown in Fig. 9.12, to represent 
the information bits. 
Ans: 5 MHz. 

46. A 300 f2 transmission line is connected directly to the 50 f2 input of a televi- 
sion set. Find the percentage of power traveling on the transmission line that is 
available to the TV set. 
Ans:  49%. 

47. Assume that an infinitely long 300 f2 transmission line is suddenly connected to 
a 6 V battery. Calculate the power drain on the battery. 

48. A mismatched transmission line is a line that is terminated in a load impedance 
that is different from the characteristic impedance of the transmission line. 

(a) Find the reflection coefficient of a matched line. 
(b) Find the reflection coefficient of a shorted line. 
(c) Find the reflection coefficient of an open-circuited line. 
(d) Find the reflection coefficient of a line in which the load absorbs half the 

power that is incident on the load. 
(e) Find the load impedance for the case of (d). 

Ans:  0, - 1 ,  1, 4-0.707, ZL  = Zo �9 5.83 f2 or Zo �9 0.17 f2. 

49. A 100 m-long RG 58 coax cable is terminated with 150 g2 impedance. 

(a) Find the reflection coefficient. 
(b) If a very short, 10 V pulse is launched at the input, calculate the time it will 

take for the pulse to return to the input and voltage be. 
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50. Using Fig. 9.14, estimate the factor by which the bandwidth of a fiberoptic cable 
is larger than that of a twisted-wire copper cable. 
Ans: 5 �9 104. 

51. Define pulse dispersion. 
52. An antenna dish needs to concentrate 5 GHz electromagnetic energy into a circle 

of 1 km in diameter at a distance of 500 km. Find the diameter of the dish. 
Ans: 73 m. 

53. A cellular network has 200 antennae. If a switch to PCS (personal communication 
service) is to be made, how many more antennae would be needed? 

54. If a signal-to-noise ratio is given as 20 dB, what is the voltage ratio? 
Ans: 10-to-1. 

55. A speech signal has a bandwidth of 3 kHz and an rms voltage of 1 V. This signal 
exists in background noise which has a level of 5 mV rms. Determine the signal- 
to-noise ratio and the information rate of the digitized signal. 

56. Determine the channel capacity needed for transmission of the digitized signal of 
the previous problem. 
Ans: 48 kbps. 

57. If stereo music requires a bandwidth of 16 kHz per channel and 8 bits of PCM ac- 
curacy, how many channels of a T-1 carrier system would be required to transmit 
this information? 
Ans: 8. 

58. If 56 dB of digitization noise is acceptable in a system, determine the maximum 
number of bits that can be used in this system when encoding an analog signal. 

59. In the design of a PCM system, an analog signal for which the highest frequency 
is 10 kHz is to be digitized and encoded with 6 bits. Determine the rate of the 
resulting bit stream and the signal-to-noise ratio. 
Ans: 120 kbps, 36 dB. 

60. A PCM system uses a quantizer followed by a 7-bit binary encoder. The bit rate 
of the system is 60 Mbps. What is the maximum message bandwidth for which 
the system operates satisfactorily? 

61. How many megabytes does a 70-min, stereo music compact disc store if the max- 
imum signal frequency is 20 kHz and the signal-to-noise ratio is 96 dB? 
Ans: 672 MB. 

62. In a binary PCM transmission of a video signal with a sampling rate of fs = 
10 MHz, calculate the signaling rate needed for a SNR ~ 50 dB. 

63. Frequency-division multiplexing, as shown in Fig. 9.19, is used to separate mes- 
sages in the frequency domain and assign a distinct frequency slot to each mes- 
sage. Four messages, each with a bandwidth B of 4 kHz, are to be multiplexed by 
amplitude modulation (AM). For proper demultiplexing a guard band of 3 kHz is 
needed. 

(a) If a low-pass filter with steeper cutoff characteristics could be used in demul- 
tiplexing, would the guard band have to be smaller or larger? 

(b) Determine the lowest carrier frequencies fcl, re2, fr and fc4 to accomplish 
frequency-division multiplexing. 
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(c) Determine the highest frequency component that the transmission system 
must be capable of propagating. 
Ans: (a) smaller; (b) 0, 11 kHz, 22 kHz, 33 kHz; (c) 37 kHz. 

64. Ten digital signals are to be time-division multiplexed and transmitted over a 
single channel. What must the capacity of the channel be if each signal is sampled 
at 10 kHz and encoded with 10 bits? 

65. Common telephone systems have a bandwidth of 3 kHz and a signal-to-noise ratio 
of 48 dB. Determine the Shannon capacity of such a system. 
Ans: 48 kbps. 

66. In PCM the sampled value is quantized and the quantized value transmitted as 
a series of numbers. If, for example, there are 50 such levels, quantizing will 
produce a set of integers between 0 and 49. If a particular message sample has 
a quantized level of 22, what number string would be transmitted if the numbers 
are coded into binary pulse strings? 
Ans: 010110. 

67. What is the sampling frequency for a telephone signal that has a message band- 
width of 3 kHz if there is to be a guard band of 2 kHz? 

68. Twenty-five input signals, each band-limited to 3 kHz, are each sampled at an 
8 kHz rate and then time-multiplexed. Calculate the minimum bandwidth re- 
quired to transmit this multiplexed signal in the presence of noise if the pulse 
modulation is 

(a) PAM (pulse amplitude modulation). 
(b) binary PCM (pulse code modulation) with a required level resolution of 0.5%. 

Ans: (a) 100 kHz; (b) 800 kHz. 

69. The T-1 telephone system multiplexes together 24 voice channels. Each voice 
channel is 4 kHz in bandwidth and is sampled every 1/8000 of a second, or every 
125/zs. If the 24 channels are to share the system by time-division multiplexing, 

(a) what is the minimum system bandwidth if the voice signal is sampled for 
PAM? 

(b) what is the minimum system bandwidth if the voice signal is sampled for 
8-bit binary PCM? 
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Gain-bandwidth product, 229 
Game stations, 282 
Gate 

AND, 239 
AND, OR and NOT, 239 
NAND and NOR, 243 
NOT, 241 
OR, 240 

Gates, Bill, 280 
Gauss' law, 117 
Germanium, 111 
Graphics 

controller card, 294 
GUI, 279, 298 

H 
Half-adder circuit, 248 
Half-power 

frequency, 59 
point, 69 

Handshaking, 325,382 
Hard disk 

platters, 315 
Hard drives, 296 
Hartley-Shannon law, 362 
HDSL (High-bit-rate digital subscriber line), 391 
HDTV (High-Definition Television), 236, 344, 398 
Hearing, 330 
Henry, 13 

Hertz, 49 
Heterodyne frequency, 192 
Hexadecimal numbers, 305 
Hexadecimal system, 274 
High-level languages, 283 
Hit ratio, 314 
HTML (HyperText Markup Language), 386, 393 
HTTP (HyperText Transfer Protocol), 382, 392 
HyperText Transfer Protocol (HTTP), 382, 392 

I 
I/O (input/output) devices, 285 
IBM, 701,279 
IBM-compatible PC (personal computer), 280 
IC (Integrated Circuit), 282 
Ideal 

bandpass curve, 348 
filter, 338 
sampling train, 335 

Identity 
Euler or DeMoivre's, 52 

IDSL, 391 
IEEE, 1394 (Firewire), 295 
IEEE-488, 301 
IF (Intermediate Frequency), 193 

amplifier, 193 
Impedance, 54 

input, 206 
matching, 79 

Independent source, 15 
Inductor, 12, 15, 41 
Information 

rate, 332 
Initial conditions, 38 
Input bias current, 229 
Input offset voltage, 229 
Inputs 

asynchronous, 256 
Instruction 

decoder, 304 
register, 304 

Instrumentation amplifier, 218 
Integrated Circuit (IC), 282 
Integrating amplifier, 219 
Intel 

Epic architecture, 286 
Intel Corporation, 280 
Interface 

RS-232, 300 
Interfaces, 290 
Interference signals, 215-218 
Intermediate frequency, 192, 193 
Internet, 279, 382 

as packet delivery system, 383 
Internet, 392-395 
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Interpreter, 323 
Interrupts, 291 
Intrinsic semiconductors, 111-113 
Inverting amplifier, 221 
Inverting amplifier, 205-207 
IP Layer, 384 
IP packets, 380, 382 
ISA (Industry Standard Architecture), 294 
ISA bus, 294 
ISDN (Integrated Services Digital Network), 

356, 376, 396 
broadband, 379-382 

ISP (Internet Service Provider), 393 

J 
Java, 323 

and SUN, 323 
JFET (junction field effect transistor), 130 
JK flip-flop, 265 
Joule's heating law, 6 
Joule's law, 6 
Junction FET (JFET), 130 

K 
Kernel, 318, 326 
Keyboards, 297 
Kirchhoff's laws 

voltage, 52 
Kirchoff's laws, 6 

current, 7, 44 
voltage, 7, 40, 44, 136, 207, 208 

L 
LAN, 393 
LAN (local area network), 299, 382 
LAN/WAN (Local/Wide Area Network), 381 
Last mile, 376 
LDE (linear differential equation), 52 
Lead and Lag, 54 
LED (light emitting diode), 116 
Linear addressing, 272 
Linear differential equation (LDE), 52 
Load 

resistance, 20-21,157 
resistor (RL), 17 

Local area network (LAN), 299 
Logarithmic amplifier, 220 
Logic 

combinatorial, 239-247 
Logic circuits 

adder, 248 
half-adder, 248 

Look-up tables, 270 
Loop equations, 34 
Low-pass filter, 60, 221,338 

M 
Mac OS, 279, 318 
Machine language, 305 
Macintosh 

OS, 279, 317, 318 
Magnetic fields 

as source of interference, 216 
Main bus, 294 
Mainframe computer 

distributed, 323 
Matching, 33, 79 
Mauchly, John, 279 
Maximum power, 83 

transfer, 30 
Maximum power transfer theorem, 31 
MC68000, 286 
Memory, 238, 273 

cache, 269, 313-314 
flash, 269 
flip-flop, 238 
protected, 322 
RAM, 271 
read-and-write, 269 
ROM, 272-273 
virtual, 288, 322 

Memory, 268, 307-314 
Mesh equations, 33 
Messenger, 394 
Micro-Computers, 281 
Microcontrollers, 281 
Microprocessors, 281 
Microsoft, 280 
Midband, 171 
MIDI (Musical Instrument Digital Interface), 281 
Minimum holding current, 106 
MMU (memory management unit), 288 
MMX (MultiMedia eXtensions), 313 
Modem, 298-299, 330, 393,395 

origin, 377 
speeds, 300 

Modulation, 190 
Modulo-8 counter, 267 
Monitor 

refresh, 298 
MOSFET (metal-oxide-semiconductor) 

deletion mode and enhancement mode, 130 
Motherboard, 295 
Multiplexing, 372-375 

frequency-division, 372 
Multiplier, 220 
Multitasking, 321 
Multithreaded user interface, 322 

N 
n-type semiconductor, 114 
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NAND and NOR gates, 243 
NC (Net Computer), 322 
Negative feedback, 207 
Net Computer (NC), 322 
Network 

simplification, 26, 33 
Network computer, 322-323 
Network Interface Layer, 384 
Network Layer, 384 
Newton's Second Law, 2 
Newtons, 2 
Node, 7, 33 

equations, 33 
network, 380 

Noise 
from digitization, 364 

Non-interlaced monitors, 298 
Noninverting amplifier, 207-208 
Noninverting terminal, 207 
Nonvolatile memory, 268 
Norton's theorem, 30-31 
NOT gate, 241 
Note 

beat, 192 
NTSC, 344 
NuBus, 294 
Nyquist 

criterion, 328 
rate, 335 
sampling, 371 
sampling criterion, 334 

O 
Object-oriented design, 322 
Ohm's law, 4-6, 8, 113 

definition of, 5 
One-port device, 27 
OP (operation code), 310 
Op amp (operational amplifier), 203 

differentiator, 219 
integrator, 219 

Open System Interconnection (OSI), 386 
Open-loop gain, 204 
Operand, 310 
Operating system 

stability of, 321-322 
Operating systems (OS), 314-323 
Operational amplifier, 203 
OR gate, 240 
OS 

DOS, 314 
Mac, 314, 318 
Windows, 314 

Oscillator 
local, 193 

OSI (Open System Interconnection), 386 
Outlook, 394 
Oversampling, 399 

P 
Packet switching, 380, 396 
Parallel 

communication, 294 
interface 

IDE, 295 
port, 294 

Parallel in-parallel out storage register, 263 
Parallel transmission, 238 
Pascal (programming language), 283 
Passive filter, 222 
PBX (Private Branch Exchange), 356 
PC (personal computer), 279 
PCI (Peripheral Component Interconnect) bus, 294 
PCM (Pulse Code Modulation), 235, 344, 356, 366, 

396 
noise resistance, 370 

PCMail, 394 
PCS (Personal Communication Service), 359, 402 
Pentium family, 280 
Period, 50 
Peripherals, 290, 294 
Permeability of free space, 351 
Permittivity, 9 

of free space, 9, 351 
of silicon, 117 

Personal Computer (PC), 279 
Phase 

in, 51 
out of, 51 

90 ~ Phase shift, 11 
Phasor analysis, 51-55 

steps in, 52 
PINE, 394 
Pipes, 377 
Pixels, 297 
Platters, 315 
Plug-and-play, 295 
pn-junction, 111, 116 
Polarity, 6 
Ports, 294 
Potential difference (voltage), 3 
Potentiometer, 25, 107 
POTS (Plain Old Telephone Service), 376, 390 
Power 

apparent, 76 
average, 72 
definition of, 4 
factor 

definition of, 76 
instantaneous, 72 
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Power amplifier 
Class A, 183 
Class B, 186, 188 
efficiency, 185 
load line, 183 

Power factor, 75-78 
Power, 72-78 
PPP (Point to Point Protocol), 301,385,395 
Preemptive multitasking, 321 
Primary windings, 79 
ProComm, 395 
Production of a hole-electron pair, 113 
Program 

bootstrap, 289, 317 
Program counter, 304 
Programming languages, 282-284 
Programs 

stored, 280-284 
PROM (Programmable ROM), 270, 273 
Propagation delays, 267 
Protected memory, 322 
Protocol, 382 
Pulse amplifier, 178, 179 
Pulse dispersion, 357 

Q 
Q-factor (Qo), 68 
Q-point, 136 
Quality of service (QoS), 381 
QuickDraw, 318 

R 
Radio 

frequency wave (RF), 367 
Radios 

continuously-tuned, 66 
RAM, 269, 280 

cache, 313 
composite, 288 
memory cell, 270-271 
memory, 271 

Random Access Memory (RAM), 269, 287 
Rate 

information, 332 
Rayleigh's criterion, 358 
RC.circuit, 37-39 
RC filters 

active, 221-223 
high-pass, 60-61 

RC filters, 59-61 
RDSL (Rate-adaptive Digital Subscriber Line), 

391 
Reactance, 54 
Read Only Memory (ROM), 270 
Read-write-head, 296 

Receiver 
AM, 190 

Recombination, 113 
Rectification, 108 

half wave, 93 
ideal and practical, 91-92 

Rectifier, 91 
equation, 120 
filters, 95-96 
full wave, 93-94 
half wave, 92 
silicon-controlled (SCR) 

characteristics, 105 
silicon-controlled (SCR), 104-108 

Refresh, 298 
Register, 268, 285 

status, 304 
storage 

parallel in-parallel out, 263 
serial in-parallel out, 263 
serial in-serial out, 263 

temporary, 304 
Replica 

spectra, 340 
Residential wiring, 147-148 
Resistance, 54 
Resistivity, 5 
Resistor, 7 
Resolution, 297 
Resonance, 85 

definition of, 62 
parallel, 68 
parallel, 64 
series, 62 

Resonant frequency, 85 
Retrace lines, 344 
Reverse saturation current, 120 
RF (Radio Frequency Wave), 367 
RF stage, 192 
Rise time, 180 
RL filter, 61 
RMS (Root Mean Square), 74 
rms value (effective value), 9 
ROM, 270, 281,289 

erasable programmable (EPROM), 273 
memory, 273 
programmable, 270, 273 

Root mean square (rms), 74 
Route, 380 
Routers, 381,382 

IP, 383 
RS-232 

protocol, 299 
serial interface port, 301 

RTP (Real-time Transfer Protocol), 386 
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S 
Safety considerations and grounding, 146-148 
Sag (tilt), 181 
Sampled signal, 334 
Sampling process, 334 
Sampling theorem, 335 
SCR, 1 04 

characteristics, 105 
SCSI (Small Computer System Interface), 

295, 301, 313 
SDSL (Single-pair Symmetric high-bit rate 

Digital Subscriber Line), 391 
Secondary windings, 79 
Sectors, 296 
Semiconductor, 112 

extrinsic, 113 
intrinsic, 111-113 
n-type, 114 
p-type, 115 

Semiconductors 
doped 

conduction in, 115-116 
Separation, 174 
Sequential logic circuits, 238 
Sequential logic circuits, 254-267 
Sequential logical circuits, 254 
Serial 

communication, 294 
port, 294 

Serial in-Parallel out storage register, 263 
Serial in-Serial out storage register, 263 
Serial transmission, 238 
Series resonance, 62-64 
Seven-segment display, 253-254 
Shannon 

fundamental theorem, 363 
Shannon, Claude, 327 
Shift registers, 260-265 
Short circuit, 15, 21 
Siemens, 5 
Signal 

bandwidth, 346 
differential mode, 212 
digital, 349 
framing, 374 
interference, 215-218 
spectra, 336 
speech, 333 
television, 331 

Signal-to-Noise ratio, 360 
Silicon, 111 
Simple Mail Transfer Protocol (SMTP), 382 
Sinks, 6 
Sinusoidal 

driving functions, 50-58 

voltage, 50 
Skin effect, 355 
Slew rate limit, 230 
SLIP (Serial Line Internet Protocol), 301,385,395 
SMTP (Simple Mail Transfer Protocol), 382, 386, 394 
Source, 6 

equivalence, 21 
independent, 15 
transformation, 21 
voltage and current, 20-21 

Speakers, 84 
Specific heat 

of water, 44 
Speech 

signal, 333,334 
typical frequency spectrum, 340 

SPICE, 33 
Square-wave testing, 182 
Status 

bits, 304 
register, 304 

Steady-state AC analysis, 49 
Stepper motor, 296 
STM (Synchronous Transfer Mode), 379 
Stored program concept, 280 
Streaming media, 380 
Structure 

of silicon, 111 
Summing amplifier, 219 
Summing point, 206 
SUN Microsystems, 323 
Superheterodyne, 192 

receiver, 190 
Superposition, 27 
Susceptance, 58 
Switch, 381 
Switches 

SPDT, 241 
SPST, 241 

Switching gates, 239 
Symmetric multiprocessing, 322 
Symmetrical service, 390 
Synchronized digital circuits, 256 
Synchronous counters, 267 
Synchronous inputs, 256, 257 
System folder, 319 

T 
Tank circuit, 64 
TCP/IP, 380, 382 

layers 
Application, 383 
IP, 384 
Network Access, 384 
Transport, 383 
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vs. ATM, 387 
TCP/IP (Transmission Control Protocol/Intemet 

Protocol), 382, 394 
TDMA (Time-Division Multiple Access), 359 
Telecommunications, 236 
Telephone lines 

ISBN and ADSL, 299 
Teletype, 330, 333 
Television 

signal, 331 
Telnet, 386 
Temporary register, 304 
Terminal 

noninverting, 207 
Tesla, 83 
Thevenin' s 

circuit vs. Norton's, 30 
equivalent circuit, 29, 30 
resistance (RTh), 33 
resistance (Rth), 41 
theorem, 27-29, 33 
voltage (VTh), 41 

Third revolution, 279 
Thyristor, 105 
Ticker tape, 330 
Tilt (sag), 181 
Time 

slice, 322 
Time constant, 39-40 
Time delay, 265 
Time-division multiplexing, 373 
Time-domain multiplexing, 346 
Token Ring, 387, 392 
Tracks, 296, 316 
Traffic light, 333 
Transconductance, 129, 160 
Transducer 

temperature, 158 
Transfer characteristics 

of an FET, 129 
Transformers, 78 

ideal 
and flux linkage, 79 

Transients, 37, 40 
Transistor 

BJT, 122-126 
Transistors 

as amplifiers, 130-146 
DE MOSFET, 130 
FET, 126 
JFET, 130 
MOSFET, 130 

Translators, 251 
Transmission 

channels, 351 

wire-less, 358 
Tri-state logic device, 293 
Triac, 107 
Triple redundancy sensing, 252 
Truth table, 239 
Tuned circuit, 64 
TV 

signal, 331 
TV (television), 17, 71 
Two-port device, 27 

U 
UHF 

TV channels, 344 
Unit gain buffer, 208-209 
Units 

amperes (A), 2 
Btu (British thermal unit), 44 
conductance (G), 5 
coulombs (C), 2 
definition of, 1 
farad (F), 9 
foot-pounds (ft-lb), 44 
Henry (H), 13 
horsepower, 44 
joules (J), 2 
kilowatt-hour (kWh), 44 
milliamperes, 122 
mksa, 1 
Newton-meter (N-m), 44 
ohm (f2), 5 
picoamperes, 122 
picofarad (pF), 9 
siemens (S), 5 
tesla (T), 83 
Watt-second (W-s), 44 
watts (W), 2, 6 

UNIVAC, 279 
UNIX, 320 
Upstream traffic, 390 
URL (Uniform Resource Locator), 393 
USB (Universal Serial Bus), 295 

V 
Varactor (voltage controlled diode), 66 
VDSL (Very high-bit-rate asymmetric Digital 

Subscriber Line), 391 
VHF 

TV channels, 344 
Video monitor, 297-298 
Virtual circuit, 380 
Virtual ground, 206 
Virtual memory, 288, 322 
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Volatile memory, 268 
Voltage 

AGC, 195 
common-mode, 213 
definition of, 3 
division, 26 
doubler, 97 
drop, 6 
followers, 208-209 
gain, 203 
input offset, 229 
negative feedback, 207 
rise, 6 
step, 200 

Voltage regulation 
Zener diode, 101-1 04 

Voltage source, 20 
VRAM (Video RAM), 298 

W 
Web pages, 379 
Windings, 79 
Windows, 289, 314 

3.1,319 
95/98, 319 
2000, 320 
NT, 320 

Wire-less transmission, 358 
WWW (World Wide Web), 279, 392 

X 
Xerox Corporation, 392 

Y 
Zener diode 

voltage regulation, 101-104 
Zilog Z80, 286 
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